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1 In this paper we will often refer to PDEs with ra
a b s t r a c t

By using functional integral methods we determine new evolution equations satisfied by
the joint response-excitation probability density function (PDF) associated with the sto-
chastic solution to first-order nonlinear partial differential equations (PDEs). The theory
is presented for both fully nonlinear and for quasilinear scalar PDEs subject to random
boundary conditions, random initial conditions or random forcing terms. Particular appli-
cations are discussed for the classical linear and nonlinear advection equations and for the
advection–reaction equation. By using a Fourier–Galerkin spectral method we obtain
numerical solutions of the proposed response-excitation PDF equations. These numerical
solutions are compared against those obtained by using more conventional statistical
approaches such as probabilistic collocation and multi-element probabilistic collocation
methods. It is found that the response-excitation approach yields accurate predictions of
the statistical properties of the system. In addition, it allows to directly ascertain the tails
of probabilistic distributions, thus facilitating the assessment of rare events and associated
risks. The computational cost of the response-excitation method is order magnitudes smal-
ler than the one of more conventional statistical approaches if the PDE is subject to high-
dimensional random boundary or initial conditions. The question of high-dimensionality
for evolution equations involving multidimensional joint response-excitation PDFs is also
addressed.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction

The purpose of this paper is to introduce a new probability density function approach for computing the statistical prop-
erties associated with the stochastic solution to first-order nonlinear scalar PDEs subject to uncertain initial conditions,
boundary conditions or external random forces. Specifically, we will consider two different classes of model problems: the
first one is a fully nonlinear stochastic PDE1 in the form
@u
@t
þNðu;ux; x; t; nÞ ¼ 0; ð1Þ
where N is a continuously differentiable function, ux ¼ @u=@x and n is a finite-dimensional vector of random variables with
known joint probability density function. The second one is a multidimensional quasilinear PDE
@u
@t
þ Pðu; t; x; nÞ � rxu ¼ Qðu; t; x; gÞ; ð2Þ
. All rights reserved.
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where P andQ are continuously differentiable functions, x denotes a set of independent variables while n and g are two vec-
tors of random variables with known joint probability density function. The boundary and the initial conditions associated
with Eqs. (1) and (2) can be random processes of arbitrary dimension.

As is well known, Eqs. (1) and (2) can model many physically interesting phenomena such as ocean waves in an Eulerian
framework [1,2], linear and nonlinear advection problems, advection–reaction systems [3,4] and, more generally, scalar con-
servation laws. The key aspect to determine the statistical properties of these systems relies in representing efficiently the
functional relation between their solution and the input uncertainty. This topic, indeed, has received great attention in recent
years. Well known approaches are generalized polynomial chaos [5–7], multi-element generalized polynomial chaos [8,9],
multi-element and sparse grid adaptive probabilistic collocation [10–12], high-dimensional model representations
[13,14], stochastic biorthogonal expansions [15–17] and generalized spectral decompositions [18,19]. However, first-order
nonlinear or quasilinear PDEs with stochastic excitation admit an exact reformulation in terms of joint response-excitation
probability density functions [20,21]. This formulation has an advantage with respect to more conventional stochastic ap-
proaches since it does not suffer from the curse of dimensionality problem, at least when randomness comes only from
boundary or initial conditions. In fact, we can prescribe these conditions in terms of probability distributions and this is obvi-
ously not dependent on the number of random variables underlying the probability space. Therefore, the PDF approach
seems more appropriate to tackle several open problems such as curse of dimensionality, discontinuities in random space
[9], and long-term integration [22,23]. In addition, it allows to directly ascertain the tails of probabilistic distributions thus
facilitating the assessment of rare events and associated risks. However, if an external random forcing term, e.g., represented
in the form of a finite-dimensional Karhunen–Loève expansion, appears within the equations of motion then the dimension-
ality of the corresponding problem in probability space could increase significantly. This happens because the stochastic
dynamics in this case develops over a high-dimensional manifold and therefore the exact probabilistic description of the sys-
tem necessarily involves a multidimensional probability density function, or even a probability density functional. The evo-
lution equation for the joint response-excitation PDF associated with the solution to Eq. (1) or Eq. (2) can be determined by
using different methods. In this paper we will employ a functional integral technique we have recently introduced in the
context of nonlinear stochastic dynamical systems [20,24]. This allows for very efficient mathematical derivations compared
to those ones based on the more rigorous Hopf characteristic functional approach [25–27] (see also Appendix A).

This paper is organized as follows. In Section 2 we introduce the functional integral representation of the joint response-
excitation PDF associated with the solution to nonlinear stochastic PDEs. This representation is used in Section 3 and Section
4 to derive the exact PDF equations corresponding to Eqs. (1) and (2), respectively. In these sections, we also include specific
examples of application to nonlinear advection and advection–reaction systems. By using a Fourier–Galerkin spectral meth-
od, in Section 6 we obtain the numerical solution to the response-excitation PDF equations for prototype nonlinear advection
and advection–reaction problems. These solutions are compared against those obtained by using multi-element probabilistic
collocation. Finally, the main findings and their implications are summarized in Section 7. We also include two appendices
where we discuss the Hopf characteristic functional approach to the response-excitation theory and the Fourier–Galerkin
systems for the nonlinear advection equation in physical and probability spaces.

2. Functional integral representation of the probability density function

Let us consider a physical system described in terms of partial differential equations subject to random initial conditions,
random boundary conditions or external random forcing terms. The solution such initial-boundary value is a random vector
field whose regularity properties in space and time are strongly related to the type of nonlinearities appearing in the equa-
tions as well as on the statistical properties of the random input processes. In order to fix ideas, let us consider the simple
scalar advection–diffusion equation
@u
@t
þ nðxÞ @u

@x
¼ m

@2u
@x2 ; ð3Þ
with deterministic boundary and initial conditions. The parameter nðxÞ is assumed to be a random variable with known
probability density function. The solution to Eq. (3) is a random scalar field that depends on the random variable nðxÞ in
a possibly nonlinear way. We shall denote such functional dependence as uðx; t; ½n�Þ. The joint probability density of
uðx; t; ½n�Þ and n, i.e. the solution field at the space–time location ðx; tÞ and the random variable n, admits the following integral
representation [27]
pða;bÞuðx;tÞn ¼
def hdða� uðx; t; ½n�ÞÞdðb� nÞi; a; b 2 R: ð4Þ
The average operator h�i, in this particular case, is defined as a simple integral with respect to the probability density of nðxÞ,
i.e.
pða;bÞuðx;tÞn ¼
Z 1

�1
dða� uðx; t; ½z�ÞÞdðb� zÞpðzÞn dz; ð5Þ
where pðzÞn denotes the probability density of nðxÞ, which might be compactly supported (e.g., a uniform distribution in
½�1;1�). Indeed, the support of the probability density function pða;bÞuðx;tÞn is actually determined by the nonlinear transformation
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n! uðx; t; ½n�Þ appearing within the delta function dða� uðx; t; ½n�ÞÞ (see, e.g., Chapter 3 in [28]). The representation (5) can be
easily generalized to infinite dimensional random input processes. To this end, let us examine the case where the scalar field
u is advected by a random velocity field U according to the equation
@u
@t
þ Uðx; t; xÞ @u

@x
¼ m

@2u
@x2 ; ð6Þ
for some deterministic initial condition and boundary conditions. Disregarding the particular structure of the random field
Uðx; t; xÞ, let us consider its collocation representation for a given discretization of the space–time domain. This gives us a
certain number of random variables fUðxi; tj;xÞg (i ¼ 1; . . . ;N, j ¼ 1; . . . ;M), with known joint probability distribution. The
random field u solving Eq. (6) at a specific space–time location ðxi; tjÞ is, in general, a nonlinear function of all the variables
fUðxn; tm;xÞg. In order to see this, it is sufficient to write an explicit finite difference numerical scheme of Eq. (6). The joint
probability density of the solution field u at ðxi; tjÞ and the external advection field U at a different space–time location, say
ðxn; tmÞ, admits the following integral representation
pða;bÞuðxi ;tjÞUðxn ;tmÞ ¼ hdða� uðxi; tj; ½Uðx1; t1Þ; . . . ;UðxN ; tMÞ�ÞÞdðb� Uðxn; tmÞÞi; ð7Þ
where the average is with respect to the joint probability of all the random variables fUðxn; tm;xÞg (n ¼ 1; . . . ;N, m ¼ 1; . . . ;M).
The notation uðxi; tj; ½Uðx1; t1Þ; . . . ;UðxN ; tMÞ�Þ emphasizes that the solution field uðxi; tjÞ is, in general, a nonlinear function of
all the random variables ½Uðx1; t1Þ; . . . ;UðxN; tMÞ�. If we send the number of these variables to infinity, i.e. we refine the space–
time mesh to the continuum level, we obtain a functional integral representation of the joint probability density
pða;bÞuðx;tÞUðx0 ;t0 Þ ¼ hdða� uðx; t; ½U�ÞÞdðb� Uðx0; t0ÞÞi ¼
Z
D½U�W½U�dða� uðx; t; ½U�ÞÞdðb� Uðx0; t0ÞÞ; ð8Þ
where W½U� is the probability density functional of random field Uðx; t;xÞ and D½U� is the usual functional integral measure
[29–31]. Depending on the specific stochastic PDE, we may need to consider different joint probability density functions, e.g.,
the joint probability of a field and its derivatives at different space–time locations. The functional representation described
above allows us to deal with these different situations in a very practical way. For instance, we have
pða;b;cÞuðx;y;tÞuxðx0 ;y0 ;t0 Þuyðx00 ;y00 ;t00 Þ ¼ hdða� uðx; y; tÞÞdðb� uxðx0; y0; t0ÞÞdðc � uyðx00; y00; t00ÞÞi; ð9Þ
where, for notational convenience, we have denoted by ux ¼def
@u=@x, uy ¼def

@u=@y and we have omitted the functional depen-
dence on the random input variables (i.e. the variables in the brackets ½�� in (8)). Similarly, the joint probability of uðx; y; tÞ at
two different spatial locations is
pða;bÞuðx;y;tÞuðx0 ;y0 ;tÞ ¼ hdða� uðx; y; tÞÞdðb� uðx0; y0; tÞÞi: ð10Þ
In the sequel we will be mostly concerned with joint probability densities of different fields at the same space–time location.
Therefore, in order to lighten the notation further, sometimes we will drop the subscripts indicating the space–time variables
and write, for instance
pða;bÞuux
¼ hdða� uðx; y; tÞÞdðb� uxðx; y; tÞÞi; ð11Þ
or even more compactly
pða;bÞuux
¼ hdða� uÞdðb� uxÞi: ð12Þ
2.1. Representation of derivatives

We will often need to differentiate the probability density function with respect to space or time variables. This operation
involves generalized derivatives of the Dirac delta function and it can be carried out in a systematic way. To this end, let us
consider Eq. (4) and define the following linear functional
Z 1

�1
pðaÞuðx;tÞqðaÞda ¼

Z 1

�1
dða� uðx; tÞÞqðaÞda

� �
¼ hqðuÞi; ð13Þ
where qðaÞ is a continuously differentiable and compactly supported function. A differentiation of Eq. (13) with respect to t
gives
 Z 1

�1

@pðaÞuðx;tÞ

@t
qðaÞda ¼ ut

@q
@u

� �
¼ ut

Z 1

�1

@q
@a

dða� uðx; tÞÞda
� �

¼
Z 1

�1
� @

@a
hutdða� uðx; tÞÞiqðaÞda: ð14Þ
This equation holds for an arbitrary qðaÞ and therefore we have the identity
@pðaÞuðx;tÞ

@t
¼ � @

@a
hdða� uðx; tÞÞutðx; tÞi: ð15Þ
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Similarly,
@pðaÞuðx;tÞ

@x
¼ � @

@a
hdða� uðx; tÞÞuxðx; tÞi: ð16Þ
Straightforward extensions of these results allow us to compute derivatives of joint probability density functions involving
more fields, e.g., uðx; tÞ and its first-order spatial derivative uxðx; tÞ
@pða;bÞuux

@t
¼ � @

@a
hdða� uðx; tÞÞdðb� uxðx; tÞÞutðx; tÞi �

@

@b
hdða� uðx; tÞÞdðb� uxðx; tÞÞutxðx; tÞi; ð17Þ
where utx ¼def
@2u=@t@x.

2.2. Representation of averages

Let us consider the quantity hdða� uÞui. By applying well-known properties of Dirac delta functions it can be shown that
hdða� uÞui ¼ apðaÞuðx;tÞ: ð18Þ
This result is a multidimensional extension of the following identity that holds for only one random variable nðxÞ (with
probability density pðzÞn ) and a nonlinear function gðnÞ (see, e.g., Chapter 3 of [28] or [32])
Z 1

�1
dða� gðzÞÞgðzÞpðzÞn dz ¼

X
n

1
jg0ðẑnÞj

Z 1

�1
dðz� ẑnÞgðzÞpðzÞn dz ¼

X
n

gðẑnÞpðẑnÞ
n

jg0ðẑnÞj
; ð19Þ
where ẑnðaÞ ¼ g�1ðaÞ are solutions of gðzÞ ¼ a. Now, since gðẑnÞ ¼ gðg�1ðaÞÞ ¼ a, from Eq. (19) it follows that
Z 1

�1
dða� gðzÞÞgðzÞpðzÞn dz ¼ a

X
n

pðẑnÞ
n

jg0ðẑnÞj
¼ a

Z 1

�1
dða� gðzÞÞpðzÞn dz; ð20Þ
which is equivalent to Eq. (18). Similarly, one can show that
hdða� uÞdðb� uxÞui ¼ apða;bÞuux
; ð21aÞ

hdða� uÞdðb� uxÞuxi ¼ bpða;bÞuux
; ð21bÞ
and, more generally, that
hdða� uÞdðb� uxÞhðx; t; u;uxÞi ¼ hðx; t; a; bÞpða;bÞuux
; ð22Þ
where, for the purposes of the present paper, hðu;ux; x; tÞ is any continuous function of u, ux, x and t. The result (22) can be
generalized even further to averages involving a product of two continuous functions h and q
hdða� uÞdðb� uxÞhðx; t; u;uxÞqðx; t;uxx; uxt; utt; . . .Þi ¼ hðx; t; a; bÞhdða� uÞdðb� uxÞqðx; t;uxx;uxt ;utt ; . . .Þi: ð23Þ
In short, the general rule is: we are allowed to take out of the average h�i all those functions involving fields for which we have
available a Dirac delta. As an example, if u is a time-dependent field in a two-dimensional spatial domain we have
hdða� uÞdðb� uxÞdðc � uyÞe�ðx
2þy2Þ sinðuÞuxu2

yuxxi ¼ e�ðx
2þy2Þ sinðaÞbc2hdða� uÞdðb� uxÞdðc � uyÞuxxi: ð24Þ
2.3. Intrinsic relations depending on the structure of the joint PDF

The fields appearing in the joint PDF are often related by deterministic equations. For instance, in the particular case of
(12) we have
uxðx; t;xÞ ¼ lim
x0!x

uðx0; t;xÞ � uðx; t;xÞ
ðx0 � xÞ : ð25Þ
As a consequence, we expect that there exist a certain number of intrinsic relations between the joint PDF and itself. In order
to determine these relations, let us consider the joint density
pða;bÞuðx;tÞuxðx0 ;t0 Þ ¼ hdða� uðx; tÞÞdðb� uxðx0; t0ÞÞi: ð26Þ
By taking the derivative of with respect to x
@pða;bÞuðx;tÞuxðx0 ;t0 Þ

@x
¼ � @

@a
hdða� uðx; tÞÞuxðx; tÞdðb� uxðx0; t0ÞÞi: ð27Þ
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and then sending x0 ! x and t0 ! t we obtain the result
lim
x0!x

@pða;bÞuðx;tÞuxðx0 ;tÞ

@x
¼ �bpða;bÞuðx;tÞuxðx;tÞ: ð28Þ
This is a differential constraint for the joint PDF of u and ux at ðx; tÞ reflecting the fact these fields are locally related by Eq. (25).
Additional regularity properties of uðx; t;xÞ yield additional differential constraints for (26). For instance, the existence of the
second-order spatial derivative gives
lim
x0!x

@2pða;bÞuðx;tÞuxðx0 ;tÞ

@x2 ¼ b2 @pða;bÞuðx;tÞuxðx;tÞ

@a2 þ @

@a

Z b

�1
lim
x!x0

@pða;b
0Þ

uðx;tÞuxðx0 ;tÞ

@x0
db0: ð29Þ
In principle, if the field u is analytic then we can construct an infinite set of differential constraints to be satisfied at every
space–time location. In other words, the local regularity properties of u can be translated into a set differential constraints
involving the joint probability density function (26).

3. Kinetic equations for the PDF of the solution to first-order nonlinear stochastic PDEs

Let us consider the nonlinear scalar evolution equation
@u
@t
þNðu;ux; x; tÞ ¼ 0; ð30Þ
where N is a continuously differentiable function. For the moment, we restrict our attention to only one spatial dimension
and assume that the field uðx; t; xÞ is random as a consequence of the fact that the initial condition or the boundary condition
associated with Eq. (30) are random. A more general case involving a random forcing term will be discussed later in this sec-
tion. As is well known, the full statistical information of the solution to Eq. (30) can be always encoded in the Hopf charac-
teristic functional of the system (see Appendix A). In some very special cases, however, the functional differential equation
satisfied by the Hopf functional can be reduced to a standard partial differential equation for the one-point one-time char-
acteristic function or, equivalently, for the PDF of the system. First-order nonlinear scalar stochastic PDEs of the form (30)
belong to this class and, in general, they admit a reformulation in terms of the joint density of u and its first order spatial
derivative ux at the same space–time location, i.e.,
pða;bÞuux
¼ hdða� uðx; tÞÞdðb� uxðx; tÞÞi: ð31Þ
The average operator h�i here is defined as an integral with respect to the joint probability density functional of the random
initial condition and the random boundary condition. A differentiation of Eq. (31) with respect to time yields
@pða;bÞuux

@t
¼ � @

@a
hdða� uÞutdðb� uxÞi �

@

@b
hdða� uÞdðb� uxÞuxti: ð32Þ
If we substitute Eq. (30) and its derivative with respect to x into Eq. (32) we obtain
@pða;bÞuux

@t
¼ @

@a
ðN pða;bÞuux

Þ þ @

@b
@N
@u

ux þ
@N
@ux

uxx þ
@N
@x

� �
dða� uÞdðb� uxÞ

� �
: ð33Þ
Next, let us recall thatN and its derivatives are at least continuous functions (by assumption) and therefore by using Eq. (23)
they can be taken out of the averages. Thus, the only item that is missing in order to close Eq. (33) is an expression for the
average of uxx in terms of the probability density function. Such an expression can be easily obtained by integrating the
identity
@pða;bÞuux

@x
¼ �b

@pða;bÞuux

@a
� @

@b
hdða� uÞdðb� uxÞuxxi ð34Þ
with respect to b from �1 to b and taking into account the fact that the average of any field vanishes when b! �1 due to
the properties of the underlying probability density functional. Therefore, Eq. (34) can be equivalently written as
hdða� uÞdðb� uxÞuxxi ¼ �
Z b

�1

@pða;b
0Þ

uux

@x
db0 �

Z b

�1
b0
@pða;b

0 Þ
uux

@a
db0: ð35Þ
A substitution of this relation into Eq. (33) yields the final result
@pða;bÞuux

@t
¼ @

@a
ðN pða;bÞuux

Þ þ @

@b
b
@N
@a
þ @N
@x

� �
pða;bÞuux

� @N
@b

Z b

�1

@pða;b
0 Þ

uux

@x
db0 þ

Z b

�1
b0
@pða;b

0 Þ
uux

@a
db0

 !" #
; ð36Þ
where N here is a function of a; b; x and t, respectively. Eq. (36) is the correct evolution equation for the joint PDF associated
with the solution to an arbitrary nonlinear evolution problem in the form (30). This equation made its first appearance in
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[33], although the original published version has many typos and a rather doubtful derivation.2 A generalization of Eq. (30)
includes an external random force in the form
2 The
accordi
three ty
are wro

3 Late
multidi
@u
@t
þNðu;ux; x; tÞ ¼ f ðx; t;xÞ: ð37Þ
Depending on the type of the random field f and on its correlation structure, different stochastic methods can be employed.
For instance, if the characteristic variation of f is much shorter than the characteristic variation of the solution u then we can
use small correlation space–time expansions. In particular, if the field f is Gaussian then we can use the Furutsu–Novikov–
Donsker [34–36] formula (see also [37,38,27]). Alternatively, if we have available a Karhunen–Loève expansion
f ðx; t;xÞ ¼
Xm

k¼1

kknkðxÞwkðx; tÞ; ð38Þ
then we can obtain a closed and exact equation for the joint probability of u, ux and all the (uncorrelated) random variables
fnkðxÞg appearing in the series (38), i.e.,
pða;b;fckgÞ
uðx;tÞuxðx;tÞfnkg

¼ dða� uðx; tÞÞdðb� uxðx; tÞÞ
Ym
k¼1

dðck � nkÞ
* +

: ð39Þ
For the specific case of Eq. (37) we obtain the PDF equation
@P
@t
¼ @

@a
ðNPÞ þ @

@b
b
@N
@a
þ @N
@x

� �
P � @N

@b

Z b

�1

@P
@x

db0 þ
Z b

�1
b0
@P
@a

db0
 !" #

�
Xm

k¼1

kkckwk

" #
@P
@a

; ð40Þ
where we have used the shorthand notation
P ¼def pða;b;fckgÞ
uðx;tÞuxðx;tÞfnkg: ð41Þ
Note that Eq. (40) is linear and exact but it involves four variables (t, x, a and b) and m parameters (fc1; . . . ; cmg). In any case,
once the solution is available3 we can integrate out the variables ðb; fckgÞ and obtain the response probability of the system, i.e.
the probability density of the solution u at every space–time point as
pðaÞuðx;tÞ ¼
Z 1

�1
� � �
Z 1

�1
pða;b;fckgÞ

uðx;tÞuxðx;tÞfnkg
dbdc1 � � �dcm: ð42Þ
The integrals above are formally written from �1 to1 although the probability density we are integrating out may be com-
pactly supported. We conclude this section by observing that the knowledge of the probability density function of the solu-
tion to a stochastic PDE at a specific location does not provide all the statistical information of the system. For instance, the
calculation of the two-point correlation function huðx; tÞuðx0; t0Þi requires the knowledge of the joint probability density of the
solution u at two different locations, i.e. pða;bÞuðx;tÞuðx0 ;t0 Þ. We will go back to this point in Section 4.

3.1. An example: nonlinear advection problem with an additional quadratic nonlinearity

Let us consider the following quadratic prototype problem (see, e.g., [39], p. 358)
@u
@t þ u @u

@x þ m @u
@x

� �2 ¼ 0; m P 0; x 2 ½0;2p�; t P t0;

uðx; t0; xÞ ¼ A sinðxÞ þ gðxÞ; A > 0;
Periodic B:C:;

8><>: ð43Þ
where gðxÞ is a random variable with known probability density function. If we substitute Eq. (43) and its derivative with
respect to x into Eq. (32) we obtain
@pða;bÞuux

@t
¼ ðabþ mb2Þ @pða;bÞuux

@a
þ bpða;bÞuux

þ @

@b
hdða� uÞdðb� uxÞðu2

x þ uuxx þ 2muxuxxÞi: ð44Þ
At this point we need an explicit expression for the last average at the right hand side of Eq. (44) in terms of the probability
density function (31). Such an expression can be easily determined by using the averaging rule (23) and identity (35). We
finally get
equation numbering in this footnote corresponds to the one in Ref. [33]. First of all, we notice a typo in Eq. (1.5), i.e. two brackets are missing. Secondly,
ng to Eq. (1.1) f is a multivariable function that includes also x and therefore one term is missing in Eq. (1.6). Also, the final result (1.8) seems to have
pos, i.e., the variable v is missing in the last integral within the brackets (this typo was corrected in the subsequent Eq. (1.9) and there are two signs that
ng. We remark that these sign errors are still present in Eq. (1.9).
r on we will discuss in more detail numerical algorithms and techniques that can be employed to compute the numerical solution to a

mensional linear PDE like (40).
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@pða;bÞuux

@t
¼ �a

@pða;bÞuux

@x
þ bpða;bÞuux

þ @

@b
ðb2pða;bÞuux

Þ � mb2 @pða;bÞuux

@a
� 2m b

@pða;bÞuux

@x
þ
Z b

�1
b0
@pða;b

0Þ
uux

@a
db0 þ

Z b

�1

@pða;b
0Þ

uux

@x
db0

 !
: ð45Þ
This equation is consistent with the general law (36) with Nða; b; x; tÞ ¼ abþ mb2. An alternative derivation of Eq. (45) is also
provided in Appendix A.3 by employing the Hopf characteristic functional approach. Note that Eq. (45) is a linear partial dif-
ferential equation in four variables ða; b; x; tÞ that can be integrated for t P t0 once the joint probability of u and ux is provided
at some initial time t0. In the present example, such an initial condition can be obtained by observing that the spatial deriv-
ative of the random initial state uðx; t0;xÞ ¼ A sinðxÞ þ gðxÞ is the deterministic function
uxðx; t0; xÞ ¼ A cosðxÞ: ð46Þ
Therefore, by applying the Dirac delta formalism, we see that the initial condition for the joint probability density of u and
ux is
pða;bÞuðx;t0Þuxðx;t0Þ ¼ hdða� A sinðxÞ � gÞdðb� A cosðxÞÞi ¼ dðb� A cosðxÞÞhdða� A sinðxÞ � gÞi

¼ dðb� A cosðxÞÞ 1ffiffiffiffiffiffiffi
2p
p e�ða�A sinðxÞÞ2=2; ð47Þ
provided gðxÞ is a Gaussian random variable. At this point it is clear that Eq. (45) has to be interpreted in a weak sense in
order for the initial condition (47) to be meaningful. From a numerical viewpoint the presence of the Dirac delta function
within the initial condition introduces significant difficulties. In fact, if we adopt a Fourier–Galerkin framework then we need
a very high (theoretically infinite) resolution in the b direction in order to resolve such initial condition and, consequently,
the proper temporal dynamics of the probability function. In addition, the Fourier–Galerkin system associated with Eq. (45)
is fully coupled and therefore inaccurate representations of the Dirac delta appearing in the initial condition rapidly prop-
agate within the Galerkin system, leading to numerical errors. However, we can always apply a Fourier transformation with
respect to a and b to Eqs. (45) and (47), before performing the numerical discretization. This is actually equivalent to look for
a solution in terms of the joint characteristic function instead of the joint probability density function. The corresponding
evolution equation is obtained in Appendix A.3 and it is rewritten hereafter for convenience (/ða;bÞuux

denotes the joint charac-
teristic function of u and ux, while i is the imaginary unit)
@/ða;bÞuux

@t
¼ ib

@2/ða;bÞuux

@b2 � i
@/ða;bÞuux

@b
þ i

@2/ða;bÞuux

@a@x
� ima

@2/ða;bÞuux

@b2 � 2
im
b

@/ða;bÞuux

@x
� a

@/ða;bÞuux

@b
� b

@2/ða;bÞuux

@b@x

 !
: ð48Þ
The initial condition for this equation is obtained by Fourier transformation of Eq. (47), i.e.
/ða;bÞuðx;t0Þuxðx;t0Þ ¼
1ffiffiffiffiffiffiffi
2p
p eibA cosðxÞ

Z 1

�1
eiaa�ða�A sinðxÞÞ2=2 da: ð49Þ
We do not address here the computation of the numerical solution to the problem defined by Eqs. (45) and (47).

4. Kinetic equations for the PDF of the solution to first-order quasilinear stochastic PDEs

In this section we obtain a kinetic equation for the probability density function associated with the stochastic solutions to
multidimensional quasilinear stochastic PDE in the form
@u
@t
þ Pðu; t; x; nÞ � rxu ¼ Qðu; t; x; gÞ: ð50Þ
In this equation P and Q are assumed to be continuously differentiable functions, x denotes a set of independent variables4

while n ¼ ½n1; . . . ; nm� and g ¼ ½g1; . . . ;gn� are two vectors of random variables with known joint probability density function. We
remark that Eq. (50) models many physically interesting phenomena such as ocean waves [1], linear and nonlinear advection
problems, advection–reaction equations [3,4] and, more generally, scalar conservation laws. We first consider the case where
the stochastic solution uðx; t;xÞ is random as consequence of the fact that the initial condition or the boundary conditions
are random. In other words, we temporarily remove the dependence on fnkg and fgkg in P and Q, respectively. In this case
we can determine an exact evolution equation for the one point one time PDF
pðaÞuðx;tÞ ¼ hdða� uðx; tÞÞi: ð51Þ
The average here is with respect to the joint probability density functional of the random initial condition and the random
boundary conditions. Differentiation of (51) with respect to t yields
any applications x is a vector of spatial coordinates, e.g., x ¼ ðx; y; zÞ. In a more general framework x is a vector of independent variables including, e.g.,
coordinates and parameters. For example, the two-dimensional action balance equation for ocean waves in the Eulerian framework [1,2] is defined in
f the following variables x ¼ ðx; y; h;rÞ where h and r denote wave direction and wavelength, respectively.
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@pðaÞuðx;tÞ

@t
¼ � @

@a
hdða� uðx; tÞÞ½�Pðu; t; xÞ � rxuþQðu; t; xÞ�i: ð52Þ
By using the results of the previous sections it is easy to show that this equation can be equivalently written as
@pðaÞuðx;tÞ

@t
þ @

@a
Pða; t; xÞ �

Z a

�1
rxpða

0 Þ
uðx;tÞ da0

� �
¼ � @

@a
ðQða; t; xÞpðaÞuðx;tÞÞ: ð53Þ
Note that this is a linear partial differential equation in ðDþ 2Þ variables, where D denotes the number of independent vari-
ables appearing in the vector x. Such dimensionality is completely independent of the number of random variables describ-
ing the boundary conditions or the initial conditions.

As we have previously pointed out, the knowledge of the one-point one-time probability density function of the solution
to a stochastic PDE does not provide all the statistical information about the stochastic system. For instance, the computation
of the two-point correlation function requires the knowledge of the joint probability of the solution field at two different
locations. In order to determine such equation let us consider the joint density
pða;bÞuðx;tÞuðx0 ;tÞ ¼ hdða� uðx; tÞÞdðb� uðx0; tÞÞi: ð54Þ
Differentiation of Eq. (51) with respect to time yields
@

@t
pða;bÞuðx;tÞuðx0 ;tÞ ¼ �

@

@a
hdða� uðx; tÞÞdðb� uðx0; tÞÞ½�Pðu; t; xÞ � rÞxuþQðu; t; xÞ�i � @

@b
hdða� uðx; tÞÞdðb� uðx0; tÞÞ

� ½�Pðu; t; x0Þ � rx0uþQðu; t; x0Þ�i; ð55Þ
and therefore
@

@t
pða;bÞuðx;tÞuðx0 ;tÞ þ

@

@a
ðPða; t; xÞ �

Z a

�1
rxpða

0 ;bÞ
uðx;tÞuðx0 ;tÞ da0Þ þ @

@b
Pðb; t; xÞ �

Z b

�1
rx0p

ða;b0Þ
uðx;tÞuðx0 ;tÞ db

 !

¼ � @

@a
Q a; t; xð Þpða;bÞuðx;tÞuðx0 ;tÞ

	 

� @

@b
Q b; t; x0ð Þpða;bÞuðx;tÞuðx0 ;tÞ

	 

: ð56Þ
Next, we consider the full Eq. (50) and we look for a kinetic equation involving the joint probability density of u and all the
random variables fnig and fgjg
p
ða;fbig;fcjgÞ
uðx;tÞfnigfgjg

¼def
dða� uðx; tÞÞ

Ym
k¼1

dðbk � nkÞ
Yn

j¼1

dðck � gkÞ
* +

: ð57Þ
The average here is with respect to the joint probability density functional of the random initial condition, the random
boundary conditions and all the random variables fnig and fgjg. By following exactly the same steps that led us to Eq.
(53) we obtain
@

@t
p
ða;fbig;fcjgÞ
uðx;tÞfnigfgjg

þ @

@a
P a; t; x;bð Þ �

Z a

�1
rp

ða0 ;fbig;fcjgÞ
uðx;tÞfnigfgjg

da0
� �

¼ � @

@a
Q a; t; x; cð Þpða;fbig;fcjgÞ

uðx;tÞfnigfgjg

	 

: ð58Þ
Thus, if x is a vector of D variables then Eq. (58) involves ðDþ 2Þ variables and ðnþmÞ parameters, i.e. b ¼ ðb1; . . . ; bmÞ,
c ¼ ðc1; . . . ; cnÞ. Therefore, the numerical solution to Eq. (58) necessarily involves the use of computational schemes specif-
ically designed for high-dimensional problems such as sparse grid or separated representations [40–42]. However, let us re-
mark that if P and Q are easily integrable then we can apply the method of characteristics directly to Eq. (50) and obtain an
analytical solution to the problem. Unfortunately, this is not always possible and therefore the use of numerical approaches
is often unavoidable.

4.1. Example 1: linear advection

Let us consider the simple linear advection problem
@u
@t
þ @u
@x
¼ rnðxÞwðx; tÞ; r P 0; x 2 ½0;2p�; t P t0;

uðx; t0; xÞ ¼ u0ðx; xÞ;
Periodic B:C:;

8>><>>: ð59Þ
where u0ðx;xÞ is a random initial condition of arbitrary dimensionality, nðxÞ is a random variable and w is a prescribed
deterministic function. We look for an equation involving the joint response-excitation probability density function
pða;bÞuðx;tÞn ¼ hdða� uðx; tÞÞdðb� nÞi: ð60Þ
The average here is with respect to the joint probability measure of u0ðx;xÞ and nðxÞ. Differentiation of (60) with respect to t
and x yields, respectively
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@pða;bÞuðx;tÞn

@t
¼ � @

@a
hdða� uÞutdðb� nÞi; ð61aÞ

@pða;bÞuðx;tÞn

@x
¼ � @

@a
hdða� uÞuxdðb� nÞi: ð61bÞ
A summation of Eqs. (61a) and (61b) gives the final result
@pða;bÞuðx;tÞn

@t
þ
@pða;bÞuðx;tÞn

@x
¼ � @

@a
hdða� uÞ½ut þ ux�dðb� nÞi ¼ � @

@a
hdða� uÞrnwdðb� nÞi ¼ �rbwðx; tÞ

@pða;bÞuðx;tÞn

@a
: ð62Þ
Thus, the problem corresponding to Eq. (59) can be formulated in probability space as
@pða;bÞuðx;tÞn

@t
þ
@pða;bÞuðx;tÞn

@x
¼ �r

@pða;bÞuðx;tÞn

@a
bwðx; yÞ; r P 0; x 2 ½0;2p�; t P t0;

pða;bÞuðx;t0Þn ¼ pðaÞu0ðxÞp
ðbÞ
n ;

Periodic B:C:;

8>>>><>>>>: ð63Þ
where we have assumed that the process u0ðx;xÞ is independent of n and we have denoted by pðaÞu0ðxÞ and pðbÞn the probability
densities of the initial condition and nðxÞ, respectively. Eq. (63) is derived also in Appendix (A.1) by employing a Hopf char-
acteristic functional approach. Once the solution to Eq. (63) is available, we can compute the response probability of the sys-
tem as
pðaÞuðx;tÞ ¼
Z 1

�1
pða;bÞuðx;tÞn db ð64Þ
and then extract all the statistical moments we are interested in, e.g.,
humðx; t; xÞi ¼
Z 1

�1
ampðaÞuðx;tÞ da: ð65Þ
4.2. Example 2: nonlinear advection

A more interesting problem concerns the computation of the statistical properties of the solution to the randomly forced
inviscid Burgers equation
@u
@t
þ u

@u
@x
¼ rnðxÞwðx; tÞ; r P 0; x 2 ½0;2p�; t P t0;

uðx; t0;xÞ ¼ A sinðxÞ þ gðxÞ A 2 R;

Periodic B:C:;

8>><>>: ð66Þ
where, as before, n and g are assumed as independent Gaussian random variables and w is a prescribed deterministic func-
tion. Note that the amplitude of the initial condition controls the initial speed of the wave. We look for an equation involving
the probability density (60). To this end, we differentiate it with respect to t and x
@pða;bÞuðx;tÞn

@t
¼ � @

@a
hdða� uÞutdðb� nÞi; ð67aÞ

@pða;bÞuðx;tÞn

@x
¼ � @

@a
hdða� uÞuxdðb� nÞi; ð67bÞ

a
@pða;bÞuðx;tÞn

@x
¼ � @

@a
hdða� uÞuuxdðb� nÞi þ hdða� uÞuxdðb� nÞi: ð67cÞ
By using Eq. (67b) we obtain
hdða� uÞuxdðb� nÞi ¼ �
Z a

�1

@pða
0 ;bÞ

uðx;tÞn

@x
da0: ð68Þ
Finally, a summation of Eq. (67a) and Eq. (67c) (with the last term given by Eq. (68)) gives
@pða;bÞuðx;tÞn

@t
þ a

@pða;bÞuðx;tÞn

@x
þ
Z a

�1

@pða
0 ;bÞ

uðx;tÞn

@x
da0 ¼ �rbwðx; tÞ

@pða;bÞuðx;tÞn

@a
; x 2 ½0;2p�; t P t0;

pða;bÞuðx;t0Þn ¼ pgða; xÞpnðbÞ;
Periodic B:C:;

8>>>><>>>>: ð69Þ
where, as before
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pnðbÞ ¼
1ffiffiffiffiffiffiffi
2p
p e�b2=2; pgða; xÞ ¼

1ffiffiffiffiffiffiffi
2p
p e�ða�A sinðxÞÞ2=2: ð70Þ
Eq. (69) is derived also in Appendix (A.2) by employing a Hopf characteristic functional approach.

4.3. Example 3: nonlinear advection with high-dimensional random forcing

A generalization of the problem considered in Section 4.2 involves a high-dimensional random forcing term [43]
@u
@t
þ u

@u
@x
¼ rf ðt; x;xÞ; x 2 ½0;2p�; t P 0; r P 0;

uðx;0; xÞ ¼ A sinðxÞ þ gðxÞ;
Periodic B:C:;

8>><>>: ð71Þ
where f ðt; x;xÞ is a random field with stipulated statistical properties, e.g. a Gaussian random field with prescribed corre-
lation function. For convenience, let us assume that we have available a Karhunen–Loève representation of f, i.e.
f ðx; t;xÞ ¼
Xm

k¼1

kknkðxÞwkðx; tÞ; ð72Þ
where fnkðxÞg is a set of uncorrelated Gaussian random variables. With these assumptions the space–time autocorrelation of
the random field (72) can be rather arbitrary. Indeed, the functions wk can be constructed based on a prescribed correlation
structure [16]. Now, let us look for an evolution equation involving the joint probability density function of the solution u
and the random variables fn1; . . . ; nmg
p
ða;fbjgÞ
uðx;tÞfnjg ¼ dða� uÞ

Ym
k¼1

dðbk � nkÞ
* +

: ð73Þ
By following the same steps that led us to Eq. (69) it can be shown that
@

@t
p
ða;fbjgÞ
uðx;tÞfnjg þ a

@

@x
p
ða;fbjgÞ
uðx;tÞfnjg þ

Z a

�1

@

@x
p
ða0 ;fbjgÞ
uðx;tÞfnjg da0 ¼ �r

Xm

k¼1

kkbkwkðx; tÞ
@

@a
p
ða;fbjgÞ
uðx;tÞfnjg: ð74Þ
This is a linear equation that involves three variables (a, t and x) and m parameters (b1; . . . ; bm).

4.4. Example 4: advection–reaction equation

Let us consider a multidimensional advection–reaction system governed by the stochastic PDE
@u
@t
þ Uðx; t;xÞ � ru ¼ HðuÞ; ð75Þ
where x ¼ ðx; y; zÞ are spatial coordinates, Uðx; t;xÞ is a vectorial random field with known statistics and H is a nonlinear
function of u. Eq. (75) has been recently investigated by Tartakovsky and Broyda [4] in the context of transport phenomena
in heterogeneous porous media with uncertain properties.5 In the sequel, we shall assume that we have available a represen-
tation of the random field Uðx; t; xÞ, e.g., a Karhunen–Loève series of each component in the form
UðxÞðx; t;xÞ ¼
Xmx

i¼1

kðxÞi niðxÞWðxÞi ðx; tÞ; ð76aÞ

UðyÞðx; t;xÞ ¼
Xmy

j¼1

kðyÞj gjðxÞW
ðyÞ
j ðx; tÞ; ð76bÞ

UðzÞðx; t;xÞ ¼
Xmz

k¼1

kðzÞk fkðxÞWðzÞk ðx; tÞ: ð76cÞ
Note that each set of random variables fnig, fgjg and ffkg is uncorrelated, but we can have a correlation between different
sets. This gives us the possibility to prescribe a correlation structure between different velocity components at the same
space–time location. Given this, let us look for an equation satisfied by the joint probability density function
p
ða;fbig;fcjg;fdkgÞ
uðx;tÞfnigfgjgffkg

¼ dða� uðx; tÞÞ
Ymx

i¼1

dðbi � niÞ
Ymy

j¼1

dðbj � gjÞ
Ymz

k¼1

dðdk � fkÞ
* +

; ð77Þ
where the average is with respect to the joint probability density functional of the initial conditions, boundary conditions
and random variables ffnig; fgjg; ffkgg. By following the same steps that led us to Eq. (53), we obtain
4] it is assumed that H is random as a consequence of an uncertain reaction rate constant jðx; xÞ.
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@P
@t
þ

Xmx

i¼1

kðxÞi biW
ðxÞ
i

 !
@P
@x
þ

Xmy

i¼1

kðyÞi ciW
ðyÞ
i

 !
@P
@y
þ

Xmz

i¼1

kðzÞi diW
ðzÞ
i

 !
@P
@z
¼ � @

@a
ðHPÞ; ð78Þ
where P is a shorthand notation for Eq. (77). Eq. (78) involves five variables ða; x; y; z; tÞ and ðmx þmy þmzÞ parameters. Thus,
the exact stochastic dynamics of this advection–reaction system develops over a high-dimensional manifold. In order to
overcome such a dimensionality issue, Tartakovsky and Broyda [4] obtained a closure approximation of the response proba-
bility associated with the solution to Eq. (75) based on a Large Eddy Diffusivity (LED) scheme. Note that a marginalization of
Eq. (78) with respect to the parameters ffbig; fcjg; fdkgg yields an unclosed equation for pðaÞuðx;tÞ.

5. Some remarks on kinetic equations involving high-dimensional joint response-excitation probability density
functions

All the equations presented in this paper for the probability density function are linear evolution equations that can be
formally written as [44,45]
@p
@t
¼ Hp; ð79Þ
where H is, in general, a linear operator depending on space, time as well as on many parameters, here denoted by fbig. The
parametric dependence of H on the set fbig is usually linear. For instance, the kinetic Eq. (74) can be written in the general
form (79) provided we define
H ¼def Lþ rB; ð80aÞ

L ¼def � a
@

@x
ð�Þ �

Z a

�1

@

@x
ð�Þda0; ð80bÞ

B ¼def �
Xd

k¼1

bkwkðx; tÞ
@

@a
ð�Þ: ð80cÞ
A discretization of Eq. (79) with respect to the variables of the system, e.g. a and x in case of Eq. (74), yields a linear system of
ordinary differential equations for the Fourier coefficients6 p̂ðt; fbigÞ
dp̂ðt; fbigÞ
dt

¼ bHðt; fbigÞp̂ðt; fbigÞ: ð81Þ
The matrix bHðt; fbigÞ is the finite-dimensional version of the linear operator H. The short-time propagator associated with the
system (81) can be expressed analytically in terms of a Magnus series [46,47]
p̂ðt; fbigÞ ¼ exp
X1
k¼1

Xkðt; t0; fbigÞ
" #

p̂ðt0; fbigÞ; ð82Þ
where the matrices Xkðt; fbigÞ are
X1ðt; t0;fbigÞ¼
Z t

t0

bHðt1;fbigÞdt1 ð83aÞ

X2ðt; t0;fbigÞ¼
1
2

Z t

t0

Z t1

t0

½bHðt1;fbigÞ; bHðt2;fbigÞ�dt1 dt2; ð83bÞ

X3ðt; t0;fbigÞ¼
1
6

Z t

t0

Z t1

t0

Z t2

t0

½bHðt1;fbigÞ; ½bHðt2;fbigÞ; bHðt3;fbigÞ��þ ½bHðt3;fbigÞ; ½bHðt2;fbigÞ; bHðt1;fbigÞ��
	 


dt1 dt2 dt3; . . . ð83cÞ
½; � being the matrix commutator (Lie bracket), i.e. ½A;B� ¼def AB� BA. As is well known, the convergence radius of the repre-
sentation (82), i.e. the break-down time Tb where we have no guarantee that the solution is in the form (82), depends on the
norm of the operator H (see Section 2.7 in [46]). Thus, we cannot expect that the representation (82) in general holds for all
t P 0. However, in some particular cases, e.g. when the matrix bHðt; fbigÞ has the structure
bHðt; fbigÞ ¼
Xd

l¼1

zkðtÞQ kðfbigÞ; zkðtÞ are scalar functions; Qk are matrices ð84Þ
then there exist a global representation of the solution in terms of a product of d matrix exponentials [48]. A global repre-
sentation can also be constructed based on the general the formula (86). To this end, let us partition the integration period
½0; T� into n small chunks ½tiþ1; ti� (tnþ1 ¼ T; t0) and consider a Magnus expansion within each time interval. This allows us to
represent the time evolution of the solution through a product of exponential operators in the form
q. (81) p̂ðt; fbigÞ denotes a vector of Fourier coefficients.
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Gðt; t0; fbigÞ ¼
Yn

j¼0

exp
Xp

k¼1

Xkðtjþ1; tj; fbigÞ
" #

; ð85Þ
where, e.g., X1ðtjþ1; tj; fbigÞ is defined by Eq. (83a) but with integration limits tj and tjþ1. In order to achieve a time integration
method order 2p, only terms up to X2p�2 have to be retained in the exponents appearing in (85). We also remark that these
exponential operators can be decomposed further by using the Suzuki’s formulae [49]. The response probability of the sys-
tem at a particular time then is obtained by averaging the unitary evolution Gðt; t0; fbgÞp̂ðt0; fbigÞ with respect to all the
parameters fbjg, i.e. over all the possible histories of the system. In other words, once the transformation (85) has been con-
structed then we can, in principle, integrate out all the variables fbig and obtain the following expression for the Fourier coef-
ficients of the response probability
p̂ðtÞ ¼ hGðt; t0; fbigÞp̂ðt0; fbigÞib; t 2 ½0; T�; ð86Þ
where the average h�ib denotes a multidimensional integral with respect to the parameters fbjg. It is clear at this point that
the computation of the multidimensional integral appearing in Eq. (86) is the key aspect for the calculation of the response
probability associated with the random wave. Remarkably, this averaging operation is very similar to the computation of the
effective Lagrangian in the functional integral formalism of classical statistical physics ([29], p. 196). Unfortunately, there is
still no explicit analytical formula for the integral of the exponential operator (85) with respect to the parameters bk (see, e.g.,
[50–53]) and therefore it seems that an analytical calculation of (86) cannot be performed explicitly. From a numerical view-
point, however, recent multidimensional extensions [50] of the Van Loan [51] algorithm could lead to effective techniques
for the calculation of the average appearing in Eq. (86).

6. Numerical results

The purpose of this section is to provide a numerical verification of the joint response-excitation PDF equations we have
obtained in this paper. To this end, we will consider three prototype problems involving randomly forced linear and nonlin-
ear advection equations as well as a nonlinear advection–reaction equation.

6.1. Linear advection

By using the method of characteristics ([54], p. 97; [39], p. 66) it can be proved that the analytical solution to (59)
assuming
wðx; tÞ ¼ sinðxÞ sinð2tÞ; ð87aÞ

u0ðx;xÞ ¼
X10

k¼1

gkðxÞ
1
k

sinðkxþ kÞ þ
X10

k¼1

fkðxÞ
1
k

cosðkxÞ; ð87bÞ
is
uðx; t; xÞ ¼ u0ðx� t;xÞ þ rnðxÞQðx; tÞ; ð88Þ
where
Qðx; tÞ ¼def 2
3

sinðx� tÞ � 1
2

sinðx� 2tÞ � 1
6

sinðxþ 2tÞ: ð89Þ
Thus, if gkðxÞ, fkðxÞ and nðxÞ are independent Gaussian random variables then we obtain the following statistical moments
huðx; t;xÞni ¼
0 n odd;
ðn� 1Þðn� 3Þ � � � ½Zðx� tÞ2 þ r2Qðx; tÞ2�n=2 n even;

�
ð90Þ
where
ZðxÞ2 ¼def X10

k¼1

1

k2 ½sinðkxþ kÞ2 þ cosðkxÞ2�: ð91Þ
Similarly, the analytical solution to the problem (63) for the initial condition
pða;bÞuðx;t0Þn ¼
1

2pjZðxÞj exp � a2

2ZðxÞ2
� b2

2

" #
ð92Þ
is obtained through the method of characteristics as
pða;bÞuðx;tÞn ¼
1

2pjZðx� tÞj exp � a2 þ b2ðZðx� tÞ2 þ r2Qðx; tÞ2Þ � 2abrQðx; tÞ
2Zðx� tÞ2

" #
: ð93Þ
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An integration of Eq. (93) with respect to b form�1 to1, gives the following expression for the response probability density
function (i.e. the probability of uðx; t;xÞ)
Fig. 1.
density

Fig. 2.
pðaÞuðx;tÞ ¼
1ffiffiffiffiffiffiffi

2p
p

jWðx; tÞj
exp � a2

2Wðx; tÞ2

" #
; ð94Þ
where
Wðx; tÞ2 ¼def Zðx� tÞ2 þ r2Qðx; tÞ2: ð95Þ
Note that the statistical moments (90) are in perfect agreement with the moments of the probability density function (94)
and therefore the solutions to Eqs. (63) and (59) are fully consistent. The response probability density (64) is shown in Fig. 1
at different time instants. Similarly, in Fig. 2 we plot the variance of the solution field at different times (note that the mean
field is identically zero).

6.2. Nonlinear advection

An analytical solution to the problem (66) is not available in an explicit form and therefore we need to resort to numerical
approaches. To this end, we employ a Fourier–Galerkin method combined with high-order probabilistic collocation for the
simulation of both Eqs. (66) and (69) (see Appendix B). For smooth initial conditions, the spectral convergence rate of the
Response probability pðaÞuðx;tÞ of the solution to the linear advection problem (59) as computed form Eq. (63). Shown are snapshots of the probability
function at different times for r ¼ 3.

Linear advection equation. (a) Variance of the solution field uðx; t; xÞ in space–time for r ¼ 3 and (b) time-slices of the variance in spatial domain.



Fig. 3. Response probability pðaÞuðx;tÞ of the solution to the nonlinear advection problem (66) as computed from Eq. (69). Shown are snapshots of the
probability density function at different times.
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Fourier–Galerkin method [55] allows us to simulate the time evolution of the probability density very accurately. In addition,
the integral appearing in Eq. (69) can be computed analytically. However, the use of a global Fourier series for the represen-
tation of the probability density function has also some drawbacks. First of all, the positivity and the normalization condition
are not automatically guaranteed. The normalization condition, however can be enforced by using suitable geometric time
integrators (see Section 5). Secondly, if the initial condition for the probability density is compactly supported, e.g. a uniform
distribution, then the convergence rate of the Fourier series may significantly deteriorate [56] (although the representation
theoretically converges to any distribution in L2).

Given these preliminary remarks, let us now recall that the nonlinear advection equation develops shock singularities in
finite time (e.g. [39], p. 276; [3,57,58]). Therefore, a careful selection of the simulation parameters and the type of random
forcing is necessary in order to avoid these situations.7 In particular, we shall consider
7 We
terms a
ourselv
wðx; tÞ ¼ sinðxÞ sinð20tÞ; r ¼ 1
2
; A ¼ 1

2
ð96Þ
in Eqs. (66) and (69). It can be shown that with these choices the solution is smooth for all t 2 ½0;1� with probability about 1.
The Fourier resolution in the x direction is set to N ¼ 100 modes for both uðx; tÞ and pða;bÞuðx;tÞn while the resolution for the a var-
iable appearing in the probability density is set to Q ¼ 250 modes (see Appendix B for further details). The Gaussian random
variables n and g in Eq. (66) are sampled first on a 50� 50 Gauss–Hermite collocation grid (PCM) and then on a multi-ele-
ment collocation grid of 10 elements of order 10 (ME-PCM) [59] for higher accuracy. Similarly, the dependence on the
parameter b in Eq. (69) is handled through a multi-element Gauss–Lobatto–Legendre quadrature. Specifically, we have em-
ployed 10 equally-spaced finite elements, each element being of order 10. Once the solution to Eq. (69) is available, we can
compute the response PDF of the system (Fig. 3) and its relevant statistical moments (Fig. 4) at different time instants. These
moments are in a very good agreement with the ones obtained from high-order collocation approaches applied to Eq. (66). In
order to show this, in Fig. 5 we plot the time-dependent relative errors between the mean and the variance of the field u as
computed from Eqs. (66) and (69). These relative errors are defined as
e2½hui�ðtÞ ¼def kh~ui � huikL2ð½0;2p�Þ

khuikL2ð½0;2p�Þ
; e2½r2

u�ðtÞ ¼
def k~r2

u � r2
ukL2ð½0;2p�Þ

kr2
ukL2ð½0;2p�Þ

; ð97Þ
where the quantities with a tilde are obtained from probabilistic collocation of Eq. (66) (either Gauss–Hermite or ME-PCM),
while k � kL2ð½0;2p�Þ denotes the standard L2 norm in ½0;2p�, i.e.
kgðxÞkL2ð½0;2p�Þ ¼
def

Z 2p

0
gðxÞ2 dx

� �1=2

: ð98Þ
remark that the singularities of the nonlinear advection equation subject to random initial conditions, random boundary conditions or random forcing
re random in space and time. In other words, the location of a shock and the time at which it appears are both random. In this paper we shall limit
es to PDEs with smooth solutions.



Fig. 4. Nonlinear advection equation. Time snapshots of the mean (left) and the variance (right) the solution field uðx; t;xÞ.

Fig. 5. Nonlinear advection. Relative errors (97) between the mean and the variance of the field u as computed from probabilistic collocation of Eq. (66) and
integration of the probability density function satisfying Eq. (69). We show two different results: (a) Gauss–Hermite collocation of Eq. (66) on a 50� 50
grid; (b) ME-PCM of Eq. (66) with 10 finite elements of order 10 for both nðxÞ and gðxÞ (100� 100 collocation points).
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The error growth in time observed in Fig. 5(a) is not due to a random frequency problem [22,8], but rather to the fact that the
response probability of the system tends to split into two distinct parts after time t ¼ 0:5 (see Fig. 3). This yields to accuracy
problems when a global Gauss–Hermite collocation scheme is used. A similar issue has been discussed in [9], in the context
of stochastic Rayleigh–Bénard convection subject to random initial states (see also [60]). Fig. 5(b) shows that the error
growth can be stabilized in time if the ME-PCM method is used. In this case, the maximum pointwise errors between the
mean and the variance fields are
max
t2½0;1�

x2½0;2p�

jh~ui � huij ¼ 3:0� 10�7; max
t2½0;1�

x2½0;2p�

j~r2
u � r2

uj ¼ 1:7� 10�6: ð99Þ
In addition to the mean and variance we have examined so far, it also interesting to compare other output functionals such as
the skewness and the kurtosis of the solution field. We recall that these quantities are defined, respectively, as
cðx; tÞ ¼def j3ðx; tÞ
j2ðx; tÞ3=2 ðskewnessÞ; vðx; tÞ ¼def j4ðx; tÞ

j2ðx; tÞ2
ðkurtosisÞ; ð100Þ
where jiðx; tÞ denotes the i-th cumulant of uðx; t;xÞ. The skewness and the kurtosis are obviously zero in correspondence of
the Gaussian initial state, and they evolve in time as shown in Fig. 6. It is interesting to analyze the L2 errors between the
variance, skewness and kurtosis as computed by ME-PCM and the highly accurate PDF approach. This is done in Fig. 7 where
we plot
E2½r2
u�ðtÞ ¼

def k~r2
u � r2

ukL2ð½0;2p�Þ; E2½c�ðtÞ ¼def k~c� ckL2ð½0;2p�Þ; E2½c�ðtÞ ¼def k~v� vkL2ð½0;2p�Þ: ð101Þ
The tilded quantities here are those obtained from ME-PCM. As expected, ME-PCM loses some accuracy when representing
higher-order moments of the solution.



Fig. 7. Nonlinear advection. Absolute L2 errors (101) between the variance, skewness and kurtosis of the ME-PCM solution relatively to the reference PDF
solution. As expected, ME-PCM loses accuracy when representing higher-order statistics.

Fig. 6. Nonlinear advection. Skewness (a) and kurtosis (b) of the solution field.
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A fundamental question concerns the computational cost required by ME-PCM and PDF approaches. A comparison be-
tween the boundary value problems (66) and (69) shows that the PDF method introduces an additional variable in the sys-
tem (i.e the variable a) but, at the same time, it does not suffer from the dimensionality in the boundary and initial
conditions. In particular, for the prototype problem we have studied in this section to validate our new equations, ME-
PCM is moderately faster than the PDF method, at comparable level of accuracy in the variance. This is due to the fact that
it is more efficient to sample (66) N2 times for n and g instead of sampling (69) N times for b. However, if the initial condition
of the system is high-dimensional, then the PDF method overwhelms ME-PCM and other collocation approaches such as
sparse grid. This is exemplified in the next section.

6.3. Nonlinear advection–reaction problem with high-dimensional random initial conditions

In order to show the efficiency gain of the PDF methodology with respect to more conventional solution techniques we
consider a nonlinear advection–reaction problem [4] subject to a high-dimensional random initial condition. In particular,
we examine the dynamics of the system
@u
@t
þ @u
@x
¼ �ðu2 � 1Þ; x 2 ½0;2p�; t P 0;

uðx;0; xÞ ¼ u0ðx; xÞ;
Periodic B:C:;

8>><>>: ð102Þ
where
u0ðx;xÞ ¼ U þ r
Xm

k¼1

½gkðxÞ sinðkxÞ þ nkðxÞcoskðkxÞ�; U P 0; r > 0; ð103Þ
and fg1; . . . ;gm; n1; . . . nmg is a 2m-dimensional normal random vector with uncorrelated components. In the context of
advection–reaction phenomena, uðx; t; xÞ can represent the dimensionless random concentration of a chemical species.
Therefore, the initial condition (103) is usually set to be in ½0;1�, 1 being the dimensionless equilibrium concentration. Under
this hypothesis, the solution to the problem (102) is a smooth random field. In Fig. 8 we plot the set of couples ðU;rÞ for



Fig. 8. Set of couples ðU;rÞ for which u0ðx; xÞ in (102) satisfies the condition 0 6 u0ðx; xÞ 6 1 with probability about one. In figure (a) we plot the results for
the case m ¼ 2, m ¼ 10 and m ¼ 40. The triangular-like shaped domain with U� ¼ 1=2 shown in figure (a) holds for arbitrary m with the corresponding value
of r� given in figure (b). For illustration purposes, we plot several samples of the initial state u0 for a mean value U ¼ U� ¼ 1=2, perturbation amplitude
r ¼ 2r�=3, and different m. As easily seen, high-dimensional random initial conditions are usually quite rough in space.
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which the initial condition (103) satisfies 0 6 u0ðx;xÞ 6 1 with probability nearly one. Note that, by construction, the mean
and the variance of u0ðx;xÞ are, respectively
hu0i ¼ U; r2
u0
¼ mr2: ð104Þ
The one-point one-time PDF of the solution to (102) satisfies the boundary value problem
@pðaÞuðx;tÞ

@t
þ
@pðaÞuðx;tÞ

@x
� ða2 � 1Þ

@pðaÞuðx;tÞ

@a
¼ 2apðaÞuðx;tÞ; x 2 ½0;2p�; t P 0;

pðaÞuðx;0Þ ¼ 1ffiffiffiffiffiffiffi
2pm
p

r exp � a2

2mr2

h i
;

Periodic B:C:

8>>>><>>>>: ð105Þ
Note that this problem is independent of the dimensionality of the random initial condition. In Fig. 9 we plot the time-snap-
shots of the solution PDF at location x ¼ p for a random initial condition (103) defined in terms of 120 random variables (i.e.
m ¼ 60), r ¼ 0:006 and U ¼ 0:25 (see Fig. 8). It is seen that pðaÞuðx;tÞ tends to dða� 1Þ as time increases, i.e. uðx; t;xÞ tends to the
deterministic equilibrium concentration ueq ¼ 1. At this point we remark that the numerical solution of (102) is not viable in
practice by using conventional statistical approaches. For example, a tensor product probabilistic grid would require 120n

Gauss–Hermite points in the present case, where n denotes the number of collocation points for each random variable
appearing in the series expansion (103). Sparse grid collocation [10] can significantly reduce such number of points, although
it cannot completely overcome the dimensionality problem. On the contrary, the PDF method yields an exact, low-dimen-
sional, linear evolution equation for the PDF which (102) can be solved efficiently.

7. Summary and discussion

We have obtained and discussed new evolution equations for the joint response-excitation probability density function
(PDF) of the stochastic solution to first-order nonlinear scalar PDEs subject to uncertain initial conditions, boundary condi-
tions or random forcing terms. The theoretical predictions are confirmed well by numerical simulations based on an accurate
Fourier–Galerkin spectral method. A reformulation of a stochastic problem in terms of the probability density function has
an advantage with respect to more conventional stochastic approaches in that it does not suffer from the curse of dimen-
sionality if randomness comes from boundary or initial conditions. In fact, we can prescribe these conditions in terms of
probability distributions and this is obviously not dependent on the number of random variables characterizing the under-
lying probability space. In addition, the PDF method allows to directly ascertain the tails of the probabilistic distribution,
thus facilitating the assessment of rare events and associated risks. However, if an external random forcing appears within



Fig. 9. Advection–reaction. Time snapshots of the one-point one-time PDF of the solution field at x ¼ p. The initial condition is defined in terms of 120
random variables, i.e. m ¼ 60 in (103), and ðr;UÞ ¼ ð0:006;0:25Þ. It is seen that pðaÞuðx;tÞ tends to dða� 1Þ as time increases, i.e. uðx; t;xÞ tends to the
(deterministic) equilibrium concentration ueq ¼ 1.
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the scalar PDE modeling the physical system, then the dimensionality of the corresponding problem in probability space
could increase significantly (see the Sections 3–5). This happens because the exact stochastic dynamics in this case develops
over a high-dimensional manifold and therefore the exact probabilistic description necessarily involves a multidimensional
joint response-excitation probability density function, or even a probability density functional. In order to overcome this is-
sue a closure approximation [61,4,62,63] of the evolution equation involving the probability density function can be con-
structed. This usually yields a system which is amenable to numerical simulation. However, the computation of the
numerical solution to an equation involving a probability density function is itself a challenging problem [64,65]. In fact,
in addition to the question of dimensionality, which may be handled by using closures or specifically designed algorithms
[41,42,40], we have several constraints that have to be satisfied, e.g., the positivity and the normalization condition. More-
over, the probability density function could be compactly supported over disjoint domains and this obviously requires the use
of suitable numerical techniques such as the discontinuous Galerkin method. Finally, if the boundary conditions or the initial
condition associated with the problem in physical space are set to be deterministic then the corresponding conditions in
probability space will be defined in terms of Dirac delta functions (see Section 3.1).

A fundamental question is whether the statistical approaches developed in this paper for first-order nonlinear stochastic
PDEs can be extended to more general equations involving higher order derivatives in space and time, such as the second-
order wave equation, the diffusion equation or the Klein–Gordon equation. Unfortunately, the self-interacting nature of
these higher-order problems is often associated with the existence of nonlocal solutions which, in turn, makes it impossible
to obtain a closed evolution equation governing the probability density function a specific space–time location. Even in these
nonlocal cases, however, it is possible to formulate an infinite set of differential constraints satisfied locally by the probabil-
ity density function of the stochastic solution [24,66]. These differential constraints involve, in general, unusual partial dif-
ferential operators, i.e. limit partial derivatives and, in principle, they allow to determine the probability density function
associated with the solution to the underlying stochastic PDE [67]. An alternative and very general approach relies on the
use of functional integral techniques [68,30,29,31,69], in particular those ones involving the Hopf characteristic functional
(see also Appendix A). These methods aim to cope with the global probabilistic structure of the solution to a stochastic
PDE and they have been extensively studied in the past as a possible tool to tackle many fundamental problems in physics
such as turbulence [70,25]. Their usage grew very rapidly around the 70 s, when it became clear that the diagrammatic func-
tional techniques can be applied, at least formally, to many different problems in classical statistical physics [68]. However,
functional differential equations involving the Hopf characteristic functional are, unfortunately, not amenable to numerical
simulation.
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Appendix A. Hopf characteristic functional approach

In this appendix we use the Hopf characteristic functional approach [26,25,71,72] to derive some of the equations for the
joint response-excitation probability density function we have considered in the paper. This allow us to show how these
equations can be obtained from general principles.

A.1. Linear advection

Let us consider the boundary value problem (59) and introduce the joint characteristic functional of the solution field
uðx; t;xÞ and the random variable nðxÞ
F½aðX; sÞ; b� ¼def ei
R

X

R
T

uðX;s;xÞaðX;sÞ dX dsþibnðxÞ
D E

; ð106Þ
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where aðX; sÞ is a test function and the average h�i is with respect to the joint probability measure of n and g, namely the
amplitude of the forcing and the amplitude of the spatially uniform initial condition. The Volterra functional derivative of
(106) with respect to uðx; tÞ, i.e. the Gâteaux differential [73] of the functional F½a; b� with respect to a evaluated at
zðX; sÞ ¼ dðt � sÞdðx� XÞ, is
8 Ind
dF½a; b�
duðx; tÞ ¼ i uðx; t;xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX dsþibnðxÞ
D E

: ð107Þ
A differentiation of Eq. (107) with respect to x and t yields the identity
@

@t
dF½a; b�
duðx; tÞ

� �
þ @

@x
dF½a; b�
duðx; tÞ

� �
¼ irwðx; tÞ nðxÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX dsþibnðxÞ
D E

; ð108Þ
where we have used Eq. (59). Eq. (108) is a functional differential equation that holds for arbitrary test functions aðX; sÞ. In
particular, it holds for
aðX; sÞþ ¼def adðt � sÞdðx� XÞ; a 2 R: ð109Þ
Thus, if we evaluate Eq. (108) for a ¼ aþ we obtain
ih½utðx; t;xÞ þ uxðx; t; xÞ � rwðx; tÞnðxÞ�eiauðx;t;xÞþibnðxÞi ¼ 0: ð110Þ
This condition is equivalent to a partial differential equation involving the joint characteristic function of the random variables
uðx; t;xÞ and nðxÞ
/ða;bÞuðx;tÞn ¼
def heiauðx;t;xÞþibnðxÞi: ð111Þ
In order to see this, let us notice that
@/ða;bÞuðx;tÞn

@t
¼ iahutðx; t;xÞeiauðx;t;xÞþibnðxÞi; ð112aÞ

@/ða;bÞuðx;tÞn

@x
¼ iahuxðx; t;xÞeiauðx;t;xÞþibnðxÞi; ð112bÞ

@/ða;bÞuðx;tÞn

@b
¼ ihnðxÞeiauðx;t;xÞþibnðxÞi: ð112cÞ
A substitution of Eqs. (112a)–(112c) into Eq. (110) immediately gives
@/ða;bÞuðx;tÞn

@t
þ
@/ða;bÞuðx;tÞn

@x
¼ rwðx; tÞa

@/ða;bÞuðx;tÞn

@b
; ð113Þ
which is the result we were looking for. An inverse Fourier transformation of Eq. (113) with respect to a and b gives exactly
Eq. (63). In order to see this, let us simply recall the definition of pða;bÞuðx;tÞn as the inverse Fourier transform of the characteristic
function /ða;bÞuðx;tÞn
pða;bÞuðx;tÞn ¼
1

ð2pÞ2
Z 1

�1

Z 1

�1
e�ial�ibq/ðl;qÞuðx;tÞn dldq;
and two simple relations arising from Fourier transformation theory of a one-dimensional function gðxÞ
Z 1

�1
e�iax dngðxÞ

dxn dx ¼ ðiaÞn
Z 1

�1
e�iaxgðxÞdx;Z 1

�1
e�iaxxngðxÞdx ¼ in dn

dan

Z 1

�1
e�iaxgðxÞdx:
A.2. Nonlinear advection

Let us consider the nonlinear advection problem (66) where, for simplicity, we neglect the additive random forcing term
at the right hand side. This simplification does not alter in any way the main aspects of the proof presented hereafter.8 The
Hopf characteristic functional of the solution field is
F½a� ¼ ei
R

X

R
T

uðX;s;xÞaðX;sÞ dX ds
D E

: ð114Þ
As before, the Volterra functional derivative of (114) with respect to uðx; tÞ is
eed, the random forcing function can be included in the Hopf characteristic functional exactly as we have done in Eq. (106).
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dF½a�
duðx; tÞ ¼ i uðx; t;xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX ds
D E

: ð115Þ
A differentiation of Eq. (115) with respect to x and t gives, respectively
@

@t
dF½a�

duðx; tÞ

� �
¼ i utðx; t; xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX ds
D E

; ð116aÞ

@

@x
dF½a�

duðx; tÞ

� �
¼ i uxðx; t;xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX ds
D E

: ð116bÞ
Now we perform an additional functional differentiation of Eq. (116b) with respect to uðx0; t0Þ
d
@uðx0; t0Þ

@

@x
dF½a�

duðx; tÞ

� �
¼ � uxðx; t;xÞuðx0; t0;xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX ds
D E

ð117Þ
and then we take the limits for x0 ! x and t0 ! t to obtain
d
@uðx; tÞ

@

@x
dF½a�

duðx; tÞ

� �
¼ � uðx; t;xÞuxðx; t;xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX ds
D E

: ð118Þ
A summation Eq. (116a) and Eq. (118) gives (taking Eq. (66) into account)
@

@t
dF½a�

duðx; tÞ � i
d

@uðx; tÞ
@

@x
dF½a�

duðx; tÞ

� �
¼ 0: ð119Þ
This functional differential equation holds for arbitrary test functions aðX; sÞ. In particular it holds for
aþðX; sÞ ¼ adðt � sÞdðx� XÞ:
Evaluating Eq. (119) for a ¼ aþ yields
hðut þ uuxÞeiuðx;t;xÞai ¼ 0: ð120Þ
Let us define the characteristic function of the random variable uðx; t;xÞ.
/ðaÞuðx;tÞ ¼
def heiuðx;t;xÞai: ð121Þ
From the definition (121) it easily follows that
@/ðaÞuðx;tÞ

@t
¼ aihuteiuðx;t;xÞai; ð122aÞ

@/ðaÞuðx;tÞ

@a
¼ ihueiuðx;t;xÞai; ð122bÞ

@2/ðaÞuðx;tÞa

@a@x
¼ �ahuuxeiuðx;t;xÞai þ 1

a

@/ðaÞuðx;tÞ

@x
: ð122cÞ
Substituting Eq. (122c) and Eq. (122a) into Eq. (120) yields the following equation for the characteristic function /ðaÞuðx;tÞ
a
@/ðaÞuðx;tÞ

@t
� ia

@2/ðaÞuðx;tÞ

@a@x
þ i

@/ðaÞuðx;tÞ

@x
¼ 0: ð123Þ
The inverse Fourier transformation of Eq. (123) with respect to a gives
@2pðaÞuðx;tÞ

@a@t
þ a

@2pðaÞuðx;tÞ

@a@x
þ
@pðaÞuðx;tÞ

@x
¼ 0: ð124Þ
Taking into account the fact that pðaÞuðx;tÞ vanishes at infinity, together with all its derivatives, we easily see that Eq. (124) is
equivalent to
@pðaÞuðx;tÞ

@t
þ a

@pðaÞuðx;tÞ

@x
þ
Z a

�1

@pða
0 Þ

uðx;tÞ

@x
da0 ¼ 0: ð125Þ
This coincides with Eq. (69) with r ¼ 0.

A.3. Nonlinear advection with an additional quadratic nonlinearity

In this section we discuss the application of the Hopf characteristic functional approach for the derivation of an equation
involving the probability density function of the solution to the problem (43). To this end, let us consider the following joint
Hopf characteristic functional
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F½aðX; sÞ; bðX; sÞ� ¼ ei
R

X

R
T

uðX;s;xÞaðX;sÞ dX dsþi
R

X

R
T

uxðX;s;xÞbðX;sÞ dX ds
D E

; ð126Þ
where aðX; sÞ and bðX; sÞ are two test fields. Functional differentiation with respect to u and ux yields
dF½a; b�
duðx; tÞ ¼ iuðx; t; xÞei

R
X

R
T

uðX;s;xÞaðX;sÞ dX dsþi
R

X

R
T

uxðX;s;xÞbðX;sÞ dX ds
D E

;

dF½a;b�
duxðx; tÞ

¼ iuxðx; t;xÞei
R

X

R
T

uðX;s;xÞaðX;sÞ dX dsþi
R

X

R
T

uxðX;s;xÞbðX;sÞ dX ds
D E

;

d2F½a; b�
duðx; tÞduxðx; tÞ

¼ � uðx; t;xÞuxðx; t;xÞei
R

X

R
T

uðX;s;xÞaðX;sÞ dX dsþi
R

X

R
T

uxðX;s;xÞbðX;sÞ dX ds
D E

:

By combining different functional derivatives of F½a; b� with respect to u and ux it is straightforward to obtain the following
functional differential equation corresponding to Eq. (43)
@

@t
dF½a;b�
duðx; tÞ � i

d2F½a; b�
duðx; tÞduxðx; tÞ

� im
d2F½a;b�
duxðx; tÞ2

¼ 0: ð127Þ
This equation holds for arbitrary test functions a and b. In particular it holds for
aðX; sÞþ ¼ adðt � sÞdðx� XÞ;
bðX; sÞþ ¼ bdðt � sÞdðx� XÞ:
An evaluation of Eq. (127) for a ¼ aþ and b ¼ bþ gives us the condition
h½utðx; t; xÞ þ uðx; t;xÞuxðx; t;xÞ þ muxðx; t;xÞ2�eiauðx;t;xÞþibuxðx;t;xÞi ¼ 0: ð128Þ
Next we show that the integral Eq. (128) is equivalent to a partial differential equation for the joint characteristic function of
the random variables uðx; t;xÞ and uxðx; t;xÞ, i.e. the characteristic function of the solution field and its first-order spatial
derivative at the same space–time location
/ða;bÞuux
¼def heiauðx;t;xÞþibuxðx;t;xÞi: ð129Þ
To this end, let us first notice that
@/ða;bÞuux

@t
¼ h½iaut þ ibuxt�eiauðx;t;xÞþibuxðx;t;xÞi ¼ð43Þh½iaut � ibðu2

x þ uuxx þ 2muxuxxÞ�eiauðx;t;xÞþibuxðx;t;xÞi: ð130Þ
At this point we need an expression for the average appearing in Eq. (130) in terms of the characteristic function. This
expression is obtained by observing that
@/ða;bÞuux

@x
¼h½iauxþ ibuxx�eiauðx;t;xÞþibuxðx;t;xÞi; ð131aÞ

@2/ða;bÞuux

@a@x
¼hiuxeiauðx;t;xÞþibuxðx;t;xÞi�h½auuxþbuuxx�eiauðx;t;xÞþibuxðx;t;xÞi ¼

@/ða;bÞuux

@b
þa

@2/ða;bÞuux

@a@b
�bhuuxxeiauðx;t;xÞþibuxðx;t;xÞi; ð131bÞ

@2/ða;bÞuux

@b@x
¼hiuxxeiauðx;t;xÞþibuxðx;t;xÞi�h½au2

x þbuxuxx�eiauðx;t;xÞþibuxðx;t;xÞi ¼1
b
@/ða;bÞuux

@x
�a

b
@/ða;bÞuux

@b
þa

@2/ða;bÞuux

@b2 �bhuxuxxeiauðx;t;xÞþibuxðx;t;xÞi: ð131cÞ
Therefore, by using Eqs. (130), (131b) and (131c) we obtain the following explicit representation for the time derivative
appearing in Eq. (128)
iahuteiauðx;t;xÞþibuxðx;t;xÞi ¼
@/ða;bÞuux

@t
� ib

@2/ða;bÞuux

@b2 þ i
@/ða;bÞuux

@b
þ ia

@2/ða;bÞuux

@a@b
� i

@2/ða;bÞuux

@a@x

þ 2im
1
b

/ða;bÞuux

@x
� a

b
/ða;bÞuux

@b
þ a

@2/ða;bÞuux

@b2 �
@2/ða;bÞuux

@b@x

 !
: ð132Þ
The other terms in Eq. (128) are
huuxeiauðx;t;xÞþibuxðx;t;xÞi ¼ �
@2/ða;bÞuux

@a@b
; ð133aÞ

hu2
x eiauðx;t;xÞþibuxðx;t;xÞi ¼ �

@2/ða;bÞuux

@b2 : ð133bÞ
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Finally, a substitution of Eqs. (132)–(133b) into Eq. (128) gives
b
@/ða;bÞuux

@t
¼ ib2 @

2/ða;bÞuux

@b2 � ib
@/ða;bÞuux

@b
þ ib

@2/ða;bÞuux

@a@x
� imab

@2/ða;bÞuux

@b2 � 2im
@/ða;bÞuux

@x
� a

@/ða;bÞuux

@b
� b

@2/ða;bÞuux

@b@x

 !
: ð134Þ
An inverse Fourier transform of Eq. (134) with respect to a and b yields
@2pða;bÞuux

@b@t
¼ @2

@b2 ðb
2pða;bÞuux

Þ þ @

@b
ðbpða;bÞuux

Þ � @

@b
b
@pða;bÞuux

@x

 !
� m

@

@b
b2 @pða;bÞuux

@a

 !
� 2m

@pða;bÞuux

@x
þ b

@pða;bÞuux

@a
þ @

@b
b
@pða;bÞuux

@x

 !" #
; ð135Þ
which, upon integration with respect to b from �1 to b, gives exactly Eq. (45).

Appendix B. Fourier–Galerkin systems for the nonlinear advection equation in physical and probability spaces

In this appendix we obtain the Fourier–Galerkin system corresponding to the nonlinear advection problem considered in
Section 4.2 This allows the interested reader to perform numerical simulations and easily reproduce our numerical results.

Fourier–Galerkin system in physical space. Let us consider a Fourier series representation of the solution to the problem (66)
(periodic in x 2 ½0;2p�)
uðx; t; xÞ ¼
XN

n¼�N

ûnðt;xÞeinx: ð136Þ
A substitution into Eq. (66) and subsequent projection onto the space
B2Nþ1 ¼ spanfe�ipxgp¼�N;...;N ð137Þ
yields
2p dûp

dt
þ
XN

n¼�N

XN

m¼�N

imûnûm

Z 2p

0
eiðnþm�pÞxdx ¼ rnðxÞ

Z 2p

0
wðx; tÞe�ipx dx: ð138Þ
At this point, let us set wðx; tÞ ¼ sinðkxÞ sinðjtÞ. The integral in Eq. (138) then is easily evaluated as
Z 2p

0
wðx; tÞe�ipx dx ¼ �i sinðjtÞ

Z 2p

0
sinðkxÞ sinðpxÞdx ¼ �ip sinðjtÞdpk þ ip sinðjtÞdð�pÞk: ð139Þ
Therefore, we obtain the following Galerkin system
dûp

dt
þ i

XN

m¼�N

mûp�mûm ¼ i
r
2

nðxÞ sinðjtÞ; p ¼ �k;

dûp

dt
þ i

XN

m¼�N

mûp�mûm ¼ �i
r
2

nðxÞ sinðjtÞ; p ¼ k;

dûp

dt
þ i

XN

m¼�N

mûp�mûm ¼ 0; otherwise:

8>>>>>>>>>><>>>>>>>>>>:
ð140Þ
The initial condition for ûpðt;xÞ is obtained by projection as
ûpðt0;xÞ ¼ dp0gðxÞ þ
iA
2
ðd�1p � d1pÞ: ð141Þ
The solution strategy is as follows:

1. we sample nðxÞ and gðxÞ at suitable quadrature points, e.g., Gauss–Hermite or ME-PCM points [59];
2. for each realization of nðxÞ and gðxÞ solve the system (140) with the initial condition (141).

When the solutions corresponding to all these realizations are available, we compute the mean and the second order
moment of the solution as
huðx; t;xÞi ¼
XN

n¼�N

hûnðt;xÞieinx; ð142aÞ

huðx; t;xÞ2i ¼
XN

n;p¼�N

hûnðt;xÞûpðt;xÞieiðnþpÞx: ð142bÞ
In a collocation representation the averaging operation can be explicitly written as
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hûnðt; xÞi ¼
1

2p

Z 1

�1

Z 1

�1
ûnðt;g; nÞe�ðg

2þn2Þ=2 dgdn ’
XKg

i¼1

XKn

j¼1

wn
i wg

j ûnðt;gi; njÞ; ð143Þ
where fgig and fnjg are quadrature points while wn
i and wg

i are the corresponding integration weights.
Fourier–Galerkin system in probability space. Let us consider the following Fourier series representation of the solution to

the problem (69) (periodic in ½0;2p� � ½�L; L�)
pða;bÞuðx;tÞn ¼
XN

n¼�N

XQ

m¼�Q

p̂nmðt; bÞeinxþimap=L; ð144Þ
where ½�L; L� is large enough in order to include the support of the response probability function.9 For subsequent mathemat-
ical developments it is convenient to set
Að0Þmq ¼
def
Z L

�L
eiðm�qÞap=L da ¼

2L m ¼ q
0 m – q

�
; ð145aÞ

Að1Þmq ¼
def
Z L

�L
aeiðm�qÞap=L da ¼

0 m ¼ q

ð�1Þðm�qÞ 2L2

ðm�qÞip m – q

(
; ð145bÞ

Að2Þmq ¼
def
Z L

�L
a2eiðm�qÞap=L da ¼

2
3 L3 m ¼ q

ð�1Þðm�qÞ 4L3

ððm�qÞpÞ2
m – q

8<: : ð145cÞ
Now, the projection of Eq. (69) onto the Fourier space
B2Nþ2Qþ2 ¼ spanfe�ihx�iqap=Lgh¼�N;...;N
q¼�Q ;...;Q

ð146Þ
yields the Fourier–Galerkin system
dp̂hq

dt
¼ � ih

2L

XQ

m¼�Q

p̂hmðAð1Þmq þ BmqÞ þ r bqp
2L
ðp̂ðh�kÞq � p̂ðhþkÞqÞ sinðjtÞ; ð147Þ
where
Bmq ¼def
Z L

�L

Z a

�L
eima0p=L da0

� �
e�iqap=L da ¼

Að1Þ0q þ LAð0Þ0q m ¼ 0
L

ipm ðA
ð0Þ
mq � e�ilpAð0Þ0q Þ m – 0

(
: ð148Þ
In order to set the initial condition for p̂hq we need to calculate the projection of pgða; xÞ onto the space (146). This is given by
Z 2p

0

Z L

�L
pgða; xÞe�ihx�iqap=L dadx ¼ 1ffiffiffiffiffiffiffi

2p
p

Z 2p

0
e�ihx

Z L

�L
e�ða�A sinðxÞÞ2=2e�iqap=L dadx: ð149Þ
The last integral can be manipulated further
Z L

�L
e�ða�A sinðxÞÞ2=2e�iqap=L da ¼ e�A2 sinðxÞ2=2

Z L

�L
e�a2=2þðA sinðxÞ�iqp=LÞa da ’

ffiffiffiffiffiffiffi
2p
p

e�q2p2=ð2L2Þ�iqpA sinðxÞ=L;
The error in this approximation is far below the machine precision (10�14) for all q 2 Z if L P 20, i.e., we can consider it as
numerically exact for all a 2 ½�20;20�. Therefore the initial condition for the Fourier Galerkin system (147) is
p̂hqðt0; bÞ ¼
pðbÞn

4pL
e�q2p2=ð2L2ÞIhq: ð150Þ
where pðbÞn is Gaussian and we have defined
Ihq ¼
def
Z 2p

0
e�ihx�iqpA sinðxÞ=L dx: ð151Þ
These integrals can be evaluated numerically to the desired accuracy. At this point the solution strategy is as follows:

1. We sample the variable b at quadrature points in ½�20;20�, e.g., at multi-element Gauss–Legendre–Lobatto points.
2. For each realization b ¼ bk we set the initial condition (150) and we integrate the system (147) in time.
will set L ¼ 20 in the present numerical study (see the comments before Eq. (150)).
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The response probability, i.e. the marginal of Eq. (144) with respect to b then can obtained through simple Gauss quadrature.
Once the response probability is available, we can compute analytically the mean and the second order moment of u as
huðx; tÞi ¼
Z L

�L
apðaÞuðx;tÞ da ¼

XN

n¼�N

XQ

m¼�Q

p̂nmðtÞAð1Þm0einx;

huðx; tÞ2i ¼
Z L

�L
a2pðaÞuðx;tÞ da ¼

XN

n¼�N

XQ

m¼�Q

p̂nmðtÞAð2Þm0einx:
where the matrices Að1Þnm and Að2Þnm are defined in Eqs. (145b) and (145c) while
p̂nmðtÞ ¼def XKb

i¼1

wðbÞi p̂nmðt; biÞ ð152Þ
are Fourier coefficients of the response probability (wðbÞi are quadrature weights).
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