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Abstract

The primary objective of this study is to introduce a stochastic framework based on generalized polynomial chaos (gPC) for uncertainty quantification in numerical ocean wave simulations. The techniques we present can be easily extended to other numerical ocean simulation applications. We perform stochastic simulations using a relatively new numerical method to simulate the HISWA (Hindcasting Shallow Water Waves) laboratory experiment for directional near-shore wave propagation and induced currents in a shallow-water wave basin. We solve the phased-averaged equation with hybrid discretization based on discontinuous Galerkin projections, spectral elements, and Fourier expansions. We first validate the deterministic solver by comparing our simulation results against the HISWA experimental data as well as against the numerical model SWAN (Simulating Waves Nearshore). We then perform sensitivity analysis to assess the effects of the parametrized source terms, current field, and boundary conditions. We employ an efficient sparse-grid stochastic collocation method that can treat many uncertain parameters simultaneously. We find that the depth-induced wave-breaking coefficient is the most important parameter compared to other tunable parameters in the source terms. The current field is modeled as random process with large variation but it does not seem to have a significant effect. Uncertainty in the source terms does not influence significantly the region before the submerged breaker whereas uncertainty in the incoming boundary conditions does. Considering simultaneously the uncertainties from the source terms and boundary conditions, we obtain numerical error bars that contain almost all experimental data, hence identifying the proper range of parameters in the action balance equation.

1. Introduction

We first present an overview of the action balance equation along with the numerical model, a description of the HISWA experiment, and a review of the stochastic modeling approach we employ. We then present the objectives of this work and the organization of the rest of the paper.

1.1. Phase-averaged equation and source terms

We model ocean waves through the spectral ocean wave equation (Holthuijsen, 2007; Young, 1999) also referred to it as phased-averaged model. We solve for the energy density (or action density) to obtain important statistical wave parameters, such as the significant wave height, mean wave period, etc. The phase-averaged model is well suited for slowly varying wave fields, such as ocean waves in deep water, and it is more appropriate for large spatial domains (Battjes, 1994). In contrast, the model simulating the surface elevation in space and time is called phase-resolving, and is more efficient for waves in a small region of the sea such as a harbor (Battjes, 1994). The spectral ocean representation is essentially a superimposition of many different linear harmonic waves to represent complex ocean surface waves.

Today, most operational ocean codes employ the phase-averaged model. Some of the most well-known codes are SWAN (Simulating Waves Near-Shore) available from http://www.swan.tudelft.nl/, ECWAM (European Center Wave Model) available from http://www.ecmwf.int/, and NOAA’s WAVEWATCH available from http://polar.ncep.noaa.gov/waves/. These established operational wave codes employ up to third-order of finite difference discretization in Tolman (1995) for spatial derivatives. To be able to construct arbitrary order of discretization with this new scheme is its biggest advantage over the traditional discretization methods. Although finite difference on structured mesh is an established and efficient method and relatively easy to implement,
it is not well suited for complex geometries, e.g. in coastal applications. Recent effort to use finite difference on unstructured mesh for spectral wave model can be found in the work of Zijlema (2010). On the other hand, the finite element (FE) and finite volume (FV) methods that work on a general grid offer an accurate and efficient algorithm. Recent works have incorporated these methods into the wave models to handle complex coastal boundaries (Hsu et al., 2005; Qi et al., 2009).

1.2. High-order numerical model

Recently we introduced a new numerical method for the spectral ocean wave equations (Yildirim and Karniadakis, 2012), which is distinctively different from previous approaches (Booij et al., 1999; Hsu et al., 2005; Qi et al., 2009; Zijlema, 2010) and employs high-order discretization. Specifically, we compute the spectral space derivatives by Fourier-collocation while we discretize the physical space using a discontinuous Galerkin (DG) method (Yildirim and Karniadakis, 2012; Karniadakis and Sherwin, 1999; Hesthaven and Warburton, 2007; Cockburn et al., 2000). The DG discretization in geophysical space is performed on an unstructured grid to handle the complex boundaries. The overall scheme has exponential convergence rather than algebraic convergence typical of low-order schemes. We have verified the exponential convergence in both the geophysical and spectral spaces in previous work (Yildirim and Karniadakis, 2012). The low-order methods associated with strong numerical dissipation and phase errors smear out the amplitude of solution and shift the position of it. In long time integrations, the accumulated numerical dissipation and phase errors become so large that accurate simulation is not possible. Numerical diffusion test case for first order scheme presented in Booij et al. (1999) shows that first-order scheme is not suitable for the long distance wave propagation. High-order discretization is particularly effective for long-time integration, which is typically required to eliminate the associated dissipation and phase errors in the deep ocean wave simulations.

1.3. HISWA tank experiment

The HISWA experiment (Dingemans, 1987; Dingemans et al., 1986) is a laboratory experiment conducted for random, short-crested waves to validate numerical spectral ocean models (Holthuijsen et al., 1989). This is benchmark experiment that provides measurements for comparisons with simulations and it is one of the most comprehensive works for wave propagation in a laboratory. It includes three different bathymetry shapes as (1) a flat basin, (2) a simple one (fully cylindrical bar), and (3) a complicated one (semi-cylindrical bar with a rounded head), as well as many different operating and boundary conditions. The water level is set to 40 cm from the flat bottom. We chose the complex shape bathymetry (semi-cylindrical with rounded head; see its depth contours in Fig. 1(left)) for this study. The shape of the submerged breakwater can be exactly generated by using the transformations given in Dingemans et al. (1986).

In particular, we consider case me35, where ‘3’ and ‘5’ denote, respectively, bathymetry of semi-cylindrical bar with round over and a specific input in (Dingemans et al., 1986). The input case 5 has specified incoming waves with relatively wide JONSWAP spectrum (Hasselmann et al., 1973) and significant wave height of 10 cm, peak period of 1.25 s, and directional spreading of 25°. The peak enhancement factor of JONSWAP spectrum γ is chosen 3.3 with the spreading widths (σx = 0.07, σy = 0.09). Case 5 is considered here because this case contains most of the processes that also occur in nature. The current field has been measured at 81 points on a grid of 3 by 3 m at half the water depth. The experiment was done on a relatively large rectangular basin 26 m × 34 m. The wave maker generates waves from left (along x = 0 line, see Fig. 1) to the right. This experiment has been used to validate the SWAN model (Ris, 1997).

1.4. Stochastic modeling and uncertainty quantification (UQ)

The spectral wave models contain source terms to represent important wave physics (wave generation, white-capping, depth-induced breaking, and bottom friction) and wave interactions (quadruplets). Among them, we know the exact mathematical expression only for nonlinear wave interactions (quadruplets) (Hasselmann, 1962) but for computational efficiency we have to adopt suitable approximations (Lin and Perrie, 1998; van Vledder et al., 2000; Lavrenov, 2003; van Vledder, 2006; Cavalieri et al., 2007); for the rest of the source terms we employ other empirical models, see Appendix A. In our work, we have adopted a bottom friction parametrization of the source terms from WAMDI Group (1988) using the so-called third-generation ocean wave prediction model, source term parametrization of triad interactions from Eldeberky (1996) and of depth-induced breaking from Battjes and Janssen (1978) and Battjes and Stive (1985). Although waves in the HISWA experiment are not generated by wind, we point out that wind input dominates (as a single source of energy into the system) in the modeling of wind-generated waves (Komen et al.,

![Fig. 1. HISWA experiment: sensor locations and bathymetry contours (left) and current vector field (right).](image-url)
parameter space and employed different equations and types of uncertainties from the ones we address herein. In particular, gPC (Xiu and Karniadakis, 2002) is an extension of the classical polynomial chaos (PC) method (Ghanem and Spanos, 1991). The generalization is introduced by using the Askey scheme for hyper-geometric orthogonal polynomials (Xiu and Karniadakis, 2002). In the gPC approach we basically expand the random inputs in terms of orthogonal polynomials chosen according to the density function of the stochastic inputs. To solve the stochastic differential equations efficiently it is better to involve a collocation projection in the parametric space – this is the stochastic collocation method. Hence, applying this projection on each collocation point in random space leads to deterministic governing equations but evaluated at specific (rather than random as in Monte Carlo) points in the parameter space. In summary, in order to perform stochastic simulations using the collocation approach we need two ingredients: (1) a deterministic solver, and (2) the collocation points; the latter are typically roots of the corresponding gPC basis. The important statistical parameters can be readily post-processed from the ensemble. C will present the details of gPC expansion and stochastic collocation methods.

In multi-dimensions, the stochastic collocation method can be constructed by the tensor product of one-dimensional gPC basis using multi-dimensional random variables. However, the number of deterministic runs (N) from the tensor-product construction can be prohibitively expensive ($O(N^K)$) for large dimensions (d).

To this end, the Smolyak grid (see Appendix C) consists of a subset of tensor-product collocation points (Smolyak, 1963 (Sparse-GridTutorial available at http://page.math.tu-berlin.de/garcke/paper/sparseGridTutorial.pdf) to cope with the curse of dimensionality at least for a moderate number of random variables. Specifically, here we employ the sparse grid based on Clenshaw–Curtis quadrature (Clenshaw and Curtis, 1960). The stochastic collocation simulation requires many deterministic runs of the high-order spectral ocean wave code (Yildirim and Karniadakis, 2012) while the number of runs depends on the level and dimensions of the sparse grid. In this work, we used the uncertainty quantification program (PUQ) available at http://memshub.org/site/memos/docs/PUQ for generating collocation points for random variables, facilitating job submissions on HPC, and post-processing the ensemble to obtain important statistical parameters such as mean and standard deviation.

1.5. Objectives

In previous work (Yildirim and Karniadakis, 2012) we verified and validated the new high-order method for the action balance equation for: (1) numerical diffusion in geographical space against the finite difference code SWAN (Booij et al., 1999), the finite element code FE-WAVE (Hsu et al., 2005), and the finite volume code FVCOM-SWAVE (Qi et al., 2009); (2) current-induced (four cases: following, opposing, and slanting currents with two different angles) shoaling and refractions in deep water (Phillips, 1966; Longuet-Higgins and Stewart, 1961); (3) depth-induced shoaling and refractions in shallow water (Ris, 1997; Booij et al., 1999); (4) duration-limited growth in deep water (Janssen, 2004); (5) fetch-limited growth in deep water (Breugem and Holthuijsen, 2007; Young and Verhagen, 1996; SWAMP Group, 1985); (6) depth-induced wave breaking (Battjes and Janssen, 1978), (7) depth-induced wave breaking and triad interactions (Wood et al., 2001).

In the current work, the governing equation includes the directional (due to depth and current variations) and frequency derivatives (due to current field variation) in addition to all three source terms (depth-induced breaking, bottom friction, and triads) for the HISWA simulation. The primary purpose of this work is to perform
a systematic stochastic analysis to assess the adequacy of the parametrization of the source terms, the effect of the current field, and the inlet boundary conditions in the context of the HISWA experiment. This analysis may identify a proper parametric range to be used in other cases as well.

The paper is organized as follows. First, we briefly present the action balance equation (phased-averaged model) in Section 2 and also briefly describe the new high-order scheme in Section 3. Following this section, we present numerical simulation results for various resolutions on a fixed mesh to show the convergence of the scheme. Next in Section 5, we apply stochastic collocation to the HISWA simulation to quantify the uncertainty in such important wave parameters as the significant wave height \((H_s)\), mean wave period \((T_{\text{mag}})\), mean wave direction \((\theta)\), and energy spectra \((E(f))\). Specifically, we first treat the source parameters (depth-induced breaking, bottom friction, and triads) as random inputs. Subsequently, we add space-dependent random perturbations to the current field and study the combined effects of the random current processes with the random source terms. In the last part of Section 5, we introduce space-dependent random perturbations to the incoming boundary condition and we examine the combined effect of uncertain boundary conditions with uncertain source terms. Finally, we present a brief summary in Section 6.

In Appendix A we include some details on the parametrization of the source terms, the details of the numerical discretization that the deterministic code implements is presented in Appendix B, and Appendix C describes the stochastic simulation tools used in this study.

2. Governing equation

The action balance equation (Booij et al., 1999) for ocean waves in the Eulerian framework can be written as

\[
\frac{\partial N(\theta, \sigma, x, y, t)}{\partial t} + \frac{\partial c_n N(\theta, \sigma, x, y, t)}{\partial x} + \frac{\partial c_r N(\theta, \sigma, x, y, t)}{\partial \sigma} = S(\theta, \sigma, x, y),
\]

where \(N(\theta, \sigma, x, y, t)\) is the action density defined as the ratio of energy \(E(\theta, \sigma, x, y, t)\) to relative frequency \(\sigma (N = E/\sigma)\), and \(c_n\) and \(c_r\) are the propagation velocities of wave energy in physical \((x - y)\) space, and \(c_n\) and \(c_r\) are the propagation velocities in spectral \((\theta, \sigma)\) space. The explicit expressions of propagation velocities \((c_n, c_r, c_{n_r}, c_{r_r})\) can be found in Whitham (1974), Holthuijsen (2007) and Yildirim and Karniadakis (2012).

The source term \(S(\theta, \sigma, x, y)\) accounts for wave generation, dissipation, and wave interaction mechanisms (see Appendix A). The bottom friction process \((S_{\text{fr}})\) with bottom friction coefficient \(C_{\text{fr}} = 0.067\), the depth-induced breaking process \(S_{\text{bd}}\) with \(\gamma = 0.73\), the scaling coefficient (after Battjes and Janssen, 1978) \(\lambda = 1.5\), and the triad interactions \((S_{\text{int}})\) with the scale factor \(\lambda = 0.5\) are all represented in our model. We also refer the interested readers to WAMDI Group (1988), Komen et al. (1984), Young and Verhagen (1996), Holthuijsen (2007) and Yildirim and Karniadakis (2012) for an in-depth discussion of modeling the source terms.

3. Numerical discretization

We present a concise description of the numerical discretization of phased-averaged ocean wave equation in Appendix B, which we summarize in this section. We use the discontinuous Galerkin (DG) (Hesthaven and Warburton, 2007; Hesthaven et al., 2007; Karniadakis and Sherwin, 1999) method for the geographical space. The spatial discretization is defined on an arbitrary triangle domain to support the unstructured grids, which are most suitable grids for the wave problems on the complex bathymetry and coastal boundaries. The details can be followed on Appendix B.4.

The directional domain extends from \(-\pi\) to \(\pi\). We use Fourier-collocation to discretize the directional derivative in Eq. (1). The solutions in many applications may have a very narrow directional spreading; an example is \(\cos^m(\theta)\) directional spreading. We see that most of the energy contained in only a very narrow region for higher values of \(m\). The Fourier-collocation employs equi-spaced distribution in the directional domain. We have to employ very high resolution to capture the very narrow region and, depending on the solution steepness, the number of collocation points can be so large that we cannot afford to run such simulations. Alternatively, we define a mapping to cluster the Fourier-collocation points around a specified region (local refinement). We have found that this mapping can save us up to eight times in the number of collocation points in the directional domain. In cases that they are many wave fields in the domain or directional peaks keep moving, then the discretization needs a fully adapted directional discretization. The current code is only supporting the static grid that can cluster the grid points around a single specific point. Dynamic grid and multi-points support will be implemented in the future.

The frequency domain ranges from \(0\) to \(\infty\). We usually truncate the semi-infinite domain into a finite domain as \([f_{\text{min}}, f_{\text{max}}]\). The numerical boundary condition in this domain is non-reflecting. The straightforward Fourier-collocation method cannot be applied for non-periodic boundary conditions. However, we can still use a Fourier-collocation with an Absorbing Boundary Layer (ABL) for the wave problem of which the energy spectra asymptotically goes to zero toward the tails. Fourier-collocation has been shown to have advantages over the more traditional Chebyshev method (Boyd, 1988) in the truncated domain. We have used the Absorbing Boundary Layer (ABL) approach (If et al., 1987) to enforce periodicity at the frequency domain ends. To this end, we added a modified term to the main Eq. (1) to solve the problem in an extended domain \([f_{\text{min}} - \Delta f, f_{\text{max}} + \Delta f]\) that we obtained by adding the absorbing layers \(\Delta f\) and \(\Delta f\), respectively, on the left \((f_{\text{min}})\) and the right \((f_{\text{max}})\). The modified term takes zero values inside the domain and hence we solve the Eq. (1) backwards. The Absorbing Boundary Layer function defined in Yildirim and Karniadakis (2012) controls the modified term in the absorbing boundary layers and introduces heavy dissipation to smear out the solution.
fourth-order explicit (5-stages) \cite{Spiteri_Steven_2001} Strong Stability Preserving Runge–Kutta (SSP-RK) schemes.

4. Validation studies

4.1. Numerical simulation \((S = S_{\text{flow}} + S_{\text{bu}} + S_{\text{nl}})\)

The computational domain in geophysical space (see Fig. 2(a)) \([-0.30, 0.30) m \times (-45.45, 45.45) m\] is discretized into 48 triangular elements in conjunction with a spectral collocation grid whose frequency axis ranges from 0.4 Hz to 3.0 Hz with resolution 0.04 Hz (equi-spaced grid along the frequency direction), and the directional domain lying in \([-60^\circ, 60^\circ]\) with resolution about 4° around the center and about 20° around the tails. The directional collocation points are generated by local refinement using the arctan mapping as given in \cite{Yildirim_Karniadakis_2012}, which clusters the collocation points around the center. The computational grid outside the experimental area is assumed to be zero; the current vector field is shown in Fig. 1 (right).

Bottom friction and depth-induced wave breaking are the important dissipative processes with nonlinear wave-wave interactions (only triads). The source parameters are chosen based on the suggestion of 
\cite{Ris_1997} whose results we used here for the SWAN comparison. Our numerical simulation results verified that the important wave parameters are insensitive to quadruplet interactions \((S_{\text{nl}})\), which is also observed in the work of \cite{Ris_1997}. Quadruplet interactions are turned off for the HISWA simulation in the entire paper.

The computation is carried out by marching in time (our implementation currently supports only unsteady computation) to reach a steady state solution. To this end, we march the unsteady solution with the time step 0.025 s up to the final time 35 s. The Runge–Kutta second-order time integration scheme is employed for all cases in the entire paper. In space, first-, third-, and fifth-order of the Jacobi polynomials are expanded over the triangular elements in the computation of this section.

The measurement locations of 26 stations are given in Fig. 1 (left). We have measurements for the significant wave height \(H_s\) and mean wave period \(T_m\) for all 26 Locations, but for the mean wave direction \(\theta\) we have only seven locations \((1, 2, 3, 17, 24, 25, 26)\). The comparison is made on horizontal line Rays C and B rather than all measurement locations \((\text{Rays A, B, C, D})\) to simplify the presentation. Extensive results on the Rays A–D can be found in

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Computational mesh (48 triangular elements) used for the HISWA simulation. The dashed region (on left) is the experimental region. The mesh (right) is a zoom at the dashed region, and the collocation points on this mesh are represented by blue circles. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)}
\end{figure}
Yildirim (2012). The four rays cover 24 stations and exclude only two stations 12 and 17. The energy spectra are compared for eight locations (5, 3, 13, 15, 16, 19, 24, 26) in this study.

We used the same directional and frequency resolutions while employing three different Jacobi polynomial orders expanded over the triangles. The plots of integrated parameters \( \langle H_s \rangle, \langle T_{m0} \rangle, \text{ and } \bar{\theta} \) on ray C and energy spectra \( E(f) \) of station 24 are presented in Fig. 3. They demonstrate significant improvement from the first-order to the third-order polynomials. The high-order polynomial results \( (p = 3, 5) \) in Fig. 3 have clearly improved the integrated parameters \( \langle H_s \rangle, \langle T_{m0} \rangle, \text{ and } \bar{\theta} \) on the ray C measurement locations and energy spectra on station 24. For further comparisons, specifically on results of the integrated parameters on ray A, B, and C locations and energy spectra of seven locations, we refer the interested readers to Yildirim (2012).

The results given in Fig. 3 agree well with the experiment for the significant wave height and mean wave period for the third- and fifth-orders of Jacobi polynomials. The reference SWAN simulation is taken from Ris (1997). The high-order method predicts these two statistical parameters better than SWAN, specifically on Rays B, C, and D (see Yildirim, 2012). However, neither code predicts the mean wave direction accurately on the stations behind the bar, i.e. in stations 24, 25, 26.

The data used to compare here are taken from an older version of the SWAN code (Ris, 1997) because of their availability. We note however that the SWAN code has now enhanced capability, e.g. in solving the ocean wave equation more accurately than before. Fig. 4 adds the data from the most recent (2014) SWAN structured and unstructured codes for the comparison. The new run of SWAN for the HISWA experiment case simulate the energy spectra around main and secondary peaks as accurate as DG code and much better than its older version.

5. Uncertainty quantification

Possible sources of uncertainty include modeling errors for the complex and unresolved physics, initial and boundary conditions, geometry and physical properties of the medium. In this study, we will focus on uncertain inputs related to the parametrization of the source terms in the action balance equation, the form of the current field, and the incoming boundary conditions.

In the action balance equation, important wave physics (generation, dissipation, and nonlinear wave interactions) is represented parametrically through the source terms, see Appendix A. The numerical ocean wave community has been actively doing research to improve this representation (WAMDI Group, 1988;
and improvements in the source terms are reflected in the so-called first-, second-, and third-generation ocean wave models; among them, the third-generation is still the most common model. For the various contributions to the source terms, we have an exact mathematical expression for only the quadruplet wave-wave interactions (Hasselmann, 1962, 1963a,b). Hence, they can be solved exactly as done by Hasselmann and Hasselmann (1985), Snyder et al. (1993), Lin and Perrie (1998) and Benoit (2005) but this leads to excessive computational cost. The rest of the important contributions, including dissipation (white-capping, depth-induced breaking, and bottom friction) and triads have no explicit mathematical expressions and they are modeled empirically in WAMDI Group (1988) through effective parameters. Specifically, we will treat the parameters \( \gamma \) and \( \alpha_{bf} \) in the depth-induced wave breaking source term, the bottom friction coefficient \( C_{bf} \) in the bottom friction term, and the triad coefficient \( \alpha_{tr} \) in the triad interaction term as random variables.

All runs of our deterministic solver employed third-order Jacobi polynomials on the triangular spectral elements (see mesh in Fig. 2(a)). The time integration scheme, boundary condition, and spectral space size and resolution are all kept the same as in the previous section.

5.1. Sensitivity analysis of source term parameters

The elementary effect method (Morris, 1991) provides a measure of sensitivity from a small number of model evaluations.

Let us consider a function \( F \) that has \( k \) independent input parameters such that

\[
F = f(X_1, X_2, \ldots, X_k),
\]

where \( X = (X_1, X_2, \ldots, X_k) \) varies in a \( k \)-dimensional cube with \( p \) level, which selects sampling locations on each dimension. The elementary effect is defined as:

\[
d(X_i) = \frac{F(X_1, X_2, \ldots, X_i + \Delta, \ldots, X_k) - F(X_1, X_2, \ldots, X_k)}{\Delta},
\]

where \( \Delta \) is a value chosen equal to \( p/(2(p - 1)) \) for even \( p \). In this method we choose randomly \( r \) sample points among \( p \) levels (\( r < p \)). The number of \( r \) samples can be considerably smaller than \( p \), and hence the method needs \( k \times r \) output evaluations to compute the sensitivity. The random \( r \) sample points can be taken from the Smolyak grid (Smolyak, 1963). The elementary effect method uses two measures for mean \( (\mu) \) and standard deviation \( (\sigma) \) of \( r \) elementary effects of each input. The mean \( (\mu) \) measures the relative influence factor of each input. The mean of \( r \) sampling elementary effects is defined (for input \( X_i \)) as

\[
\mu_i = \frac{1}{r} \sum_{j=1}^{r} d(X_i^j).
\]

The standard deviation \( \sigma \) assesses nonlinear effects of the input parameters \( (X_i) \) (Saltelli et al., 2008). The software PUD that we use has the capability of post-processing output functions to compute the mean and standard deviations of \( r \) sampled elementary effects for the input parameters.

We present the mean values of the input elementary effects for the significant wave height and mean wave period on ray C, and mean wave direction on ray B, C in Fig. 5. The values of the elementary effects signify the degree of importance of each input sensitivity for a specific output. As seen in Fig. 5, the elementary effect values are very low for the three outputs at the front stations. This clearly shows that the numerical solution is not sensitive to the parametrization of the source terms there.

The elementary effect values of the significant wave height \( H_s \) in Fig. 5(a) shows that the most important parameter at all locations is \( \gamma \), i.e. the parameter of depth-induced breaking. The importance ranking among other remaining inputs \( C_{bf}, \alpha_{bf}, \alpha_{sw} \) depends on the location. The triad coefficient \( \alpha_{tr} \) becomes the dominant parameter if we look at the elementary effect values of mean wave period \( T_{m01} \) in Fig. 5(b). The depth-induced parameter \( \gamma \) follows the triad coefficient in importance. Hence, it follows that variations in the bottom friction coefficient \( C_{bf} \) and the other depth-induced parameter \( \alpha_{bf} \) affect the mean wave period output equally. The depth-induced coefficient \( \gamma \) is the dominant parameter again for the sensitivity of the mean wave direction output \( \theta \) as seen in Fig. 5(c) and (d). The remaining parameters \( C_{bf}, \alpha_{bf}, \) and \( \alpha_{sw} \) have about the same order of influence on the mean wave direction.

The main conclusion from the sensitivity analysis performed here is that the elementary effects of each input for the three outputs \( (H_s, T_{m01}, \theta) \) are not uniform in physical space and, therefore, we shall not exclude any of the parameters to reduce the dimensionality of parametric space in this study. We refer the interested reader to Yildirim (2012) for further discussion of results on several other locations.

5.2. Uncertainty in source terms

The parameters in the source terms associated with depth-induced wave breaking, bottom friction, and triads are all non-zero in the code for the HISWA simulation. The depth−induced breaking term has two parameters treated as random variables: the scaling factor \( \alpha_{bf} \in [1.0, 2.0] \) with mean value of 1.5 and the wave breaking coefficient \( \gamma \in [0.6, 1.0] \) with mean value of 0.8. The bottom friction coefficient \( C_{bf} \in [0.038, 0.096] \) with mean value of 0.067 is the only random variable in the bottom friction term. The value of 0.038 is recommended for swell conditions by the JONSWAP experiment (Hasselmann et al., 1973) and 0.067 by Bouws and Komen (1983) for fully developed wave conditions in the shallow-water. It is also worth to note that, based on more recent observations, a recent work of Zijlema et al. (2012) shows that the lower value for swell should be preferred for both applications. The tuning parameter of the triad source term \( \alpha_{sw} \in [0.0, 1.0] \) with the mean value 0.5 is the final random variable in the source terms.

Here we will assume that the uncertainty is based on a uniform distribution of parameter values on a chosen range (see the above for the ranges). The range of the parameters here are chosen from the values found in the literature. Although the ranges can be more freely chosen, the cost of choosing an unwise short-range that under represents the true parametric range or a large-range that wastes the computational resources since more collocation points (each point in the random space requires a full deterministic simulation) will be needed to get a specified accuracy. For this reason, the uncertainty estimates are still inherently subjective. To examine convergence in parametric space, the mean \((\mu)\) and standard deviation \((\sigma)\) of the solution are evaluated by using the second-, third-, and fourth-order gPC expansion. The four random variables using the Smolyak sparse grid (of level 2, 3, and 4) require 41, 137, and 401 deterministic runs, respectively, for the second-, third-, and fourth-order gPC expansions see Yildirim (2012). The mean values of the three parameters converge even for first-order gPC expansions. The third- and fourth-order expansions do not improve the statistical quantities (the mean and the standard deviation) in the significant wave height. However, the third-order improves the standard deviation in the mean wave period and the mean wave direction. The fourth-order expansion changes slightly the statistical quantities of all three wave parameters. This confirms the convergence of the expansion. Another observation from the standard deviation calculations of all three outputs is that the highest uncertainty is associated with the region behind the bar. The standard deviation values start rising at \( x > 12 \) m, see Fig. 1.
We present the error bar plots with a confidence interval 95% ($l/C6^2 r$) around the mean value for stations on rays C and B in Fig. 6. These confidence intervals do not cover the experimental results for the stations on ray A (not presented here). As mentioned before, the standard deviations have low values along ray A. The real issue is that the numerical solution does not match well with that of the experiment due to the fact that we have current field data available for only the physical region but not for the

![Fig. 5. Effects of uncertainty in the source terms: elementary effect values for (a) significant height ($H_s$), (b) mean wave period ($T_{m01}$), and (c, d) mean wave direction ($\theta$) for four parameters of the source terms ($C_{fb}$, $a_{BJ}$, $c$, $a_{EB}$).](image)

![Fig. 6. Uncertainty in source terms: Comparison of simulation results for (a) significant wave height ($H_s$), (b) mean wave period ($T_{m01}$), and (c, d) mean wave direction ($\theta$) against experimental data. We use fourth-order expansion for the sparse grid in the source parameters ($C_{fb}$, $a_{BJ}$, $c$, $a_{EB}$).](image)
larger-size computational domain. As mentioned earlier, we extended our lateral boundaries from \( y = 13 \) m to \( y = 45 \) m. The current field is assumed to be zero in this extended region \((-45 \ m < y < -13 \ m; 45 \ m > y > 13 \ m)\). This discrepancy might be the reason for the numerical solution not matching well the measurements along the stations of ray A. The error bars on ray C for significant wave height and mean wave period are given in Fig. 6. They confirm that the confidence interval of 95% covers well the experiment results. Furthermore, we observed that the confidence intervals vary greatly at the region \( x = 15 \) behind the submerged breaker. The scarcity of measurement locations (only 7 out of 26) for the mean wave direction makes this judgment harder as to whether or not the confidence intervals (see bottom plots in Fig. 6) cover the experimental measurements. The confidence interval only covers the measurement location on ray B (see ray B subplot in Fig. 6). We see again that the area behind the breaker is the most uncertain region for the mean wave direction. The stations on rays B and C have the largest standard deviation values of the mean wave direction in this region due to the relatively complex bathymetry and the strong current gradient along the B and C. We note that the mean wave direction is treated here as a line moment \( \left( \int D(\theta)d\theta \right) \) rather than as a circular moment \( \left( \int \sin(2\theta)D(\theta)d\theta \right) \). For small deviation this is not a problem, but for large directional errors this can be a problem (Kuik et al., 1988).

We also present the error bar plots within 95% confidence intervals for the energy spectra of the selected stations on rays B and D in Fig. 7. The numerical simulation and experimental results are compared for the energy spectra of stations on ray B (5, 13, 16, 24) and ray D (3, 15, 19, 26). The left-column and right-column subplots are arranged such that the left plots are for the stations on ray B and the right plots are for the stations on ray D in Fig. 7. The mean value of the energy spectra of stations (red dots) match the experimental spectra better on ray B than the stations on Ray D for the primary peaks. The secondary peaks arise in the numerical simulation but are not as pronounced as in the measurements. The numerical simulation overestimates the primary frequency for station 13 but underestimates the peak frequency at station 16. Additionally, the numerical solution overestimates the

![Fig. 7. Uncertainty in the source terms: Comparison of simulation results (confidence interval within 95% \( \mu \pm 2\sigma \)) against experimental data for the energy spectra. We use fourth-order expansion for the sparse grid in the source parameters \( (C_v, a_1, b, C_j) \).](image-url)
secondary peaks for these two stations. The error bars (left-columns) of energy spectra in Fig. 7 show that the confidence intervals capture the measured spectra. Although using a wide range of proper coefficients, the mismatching solutions with the experimental data indicate the inadequacy of the chosen parametrization itself. We point out that the proposed method here only covers the uncertainty introduced through the parameters in a specific model and not any model uncertainty.

As for the stations on ray D, the numerical simulation predicts that the first peaks would be slightly off along the frequency axis for the stations (15, 19) (see right-column plots in Fig. 7). The standard deviation values are relatively large around the secondary peaks for these stations. The confidence intervals seem to cover well the experimental results as seen in the right-column plots in Fig. 7.

5.3. Uncertainty in current field

Next, we consider the two-dimensional current field \( \mathbf{u} = (u_x, u_y) \) as stochastic input in this section and we employ the Karhunen-Loeve (K–L) decomposition (Loeve, 1977) with a Gaussian correlation function to represent it. The corresponding random process, a function of space, is obtained by adding perturbations via the K–L expansion terms to the experimental realization \( \mathbf{u}(x, y) \), i.e.,

\[
\mathbf{u}(x, y, \omega) = \bar{\mathbf{u}}(x, y) + \delta \sum_{\ell=1}^{\infty} \sqrt{\lambda_{\ell}} \phi_{\ell}(x, y) \xi_{\ell}(\omega),
\]

(4)

where \( \mathbf{u}(x, y, \omega) \) denotes the random processes, \( \bar{\mathbf{u}}(x, y) \) is the current mean, \( \{\xi_{\ell}(\omega)\} \) is a set of uncorrelated random variables with zero mean and unit variance and \( \delta \) is a scalar to control the magnitude of the perturbation. Also, \( \{\phi_{\ell}(x)\} \) and \( \{\lambda_{\ell}\} \) are the eigenfunctions and eigenvalues of the covariance kernel \( \mathbf{R}_{\text{uu}}(x_1, x_2) \), that is

\[
\int \mathbf{R}_{\text{uu}}(x_1, x_2) \phi_{\ell}(x) \, dx_2 = \lambda_{\ell} \phi_{\ell}(x_1),
\]

(5)

where \( \lambda_{\ell} \) denotes the correlation length. This length \( \lambda_{\ell} \) determines the dimension of random space. The random perturbation in Eq. (4) is in practice truncated to \( P \) finite dimension. The desired number of finite dimensions \( M \) can be chosen by a specified percentage of the perturbation energy \( \sum_{\ell=1}^{M} \lambda_{\ell} / \sum_{\ell=1}^{\infty} \lambda_{\ell} \times 100 \). We use here three different correlation lengths relative to domain size: 30 m, 25 m, and 20 m. The resultant number of dimensions of the random space to capture 90% of the energy \( \{\lambda_{\ell}\} \) for the three correlation lengths can be seen in Table 1. The current field vector components

\( u_x \) and \( u_y \) are treated as two separate independent random processes; this doubles the size of the random space dimension given in Table 1. The number of runs using the Smolyak grid (level 2, 3, and 4) are presented in Table 2 for the three different correlation lengths and three different levels.

The scaling factor \( \delta \) in the K–L expansion (4) is chosen such that we have perturbation magnitude of 25% with respect to the measured current \( \bar{\mathbf{u}}(x, y) \). To this end, we took the \( \delta \) values as 0.0225 for the velocity x-component \( (u_x) \) and 0.0175 for the velocity y-component \( (u_y) \). The three different correlation lengths are run for the levels 2 and 3 in this section (we do not present these results here). We observed that the mean and the standard deviation values along the stations have quite close values for level 2 and level 3; we chose level 3 in the Smolyak grid for all the runs in this section. We have used a relatively large correlation length in order to keep the random space dimensions sufficiently low so that we perform these simulations within a reasonable time. We first study the influence of the correlation length on the standard deviation of the three wave parameters. The values of standard deviation of significant wave (see Yildirim, 2012), mean wave period, and mean wave direction do not change much for the three correlation lengths \( (\lambda = 30 \text{ m}, 25 \text{ m}, 20 \text{ m}) \). The values of the normalized standard deviation (divided by the mean) for the significant wave height and the mean wave period are mostly below 2%. This indicates that introducing a perturbation of magnitude 25% in the current leads to very small uncertainty for these two quantities. The small variations in wave parameters due to somewhat large perturbations in current velocity should be expected since the present current field is the result of gradient in radiation stresses, leading to weak currents.

All the error bar plots have confidence intervals within 95% \( (\mu \pm 2\sigma) \). The significant wave height results (see Yildirim, 2012) show that uncertainty is very small for the stations on rays B, C, and D. The stations on ray A show larger uncertainty, which may be due to boundary conditions. This issue will be investigated in the following sections. As mentioned earlier, the physical boundaries have been extended along the y-axis, and we assumed the current field to be zero in this extended region. We introduced randomness only in the physical region in the stochastic simulation. Therefore, this ad hoc assumption might cause a relatively larger uncertainty on the stations of ray A.

The random current process has produced very small error bars (see Yildirim, 2012) on all the stations for the mean wave period. Ris (1997) performed similar HISWA simulation with the SWAN code but with the current set to zero and demonstrated that the effects of current on the significant wave height and mean wave period are much less pronounced than expected. We also obtained this result in our stochastic simulations; perturbations of the current field with magnitude 25% changed only slightly the wave parameters \( (H_s, T_{\text{mo}}) \). On the other hand, we have seen a larger variation in the mean wave direction for almost all stations on rays A–D. This is also in agreement with the results of Ris (1997), who stated the importance of the current field in order to obtain the correct mean wave direction. In particular, Ris (1997) turned off the current field in the numerical simulation and observed that the results of mean wave direction deviated greatly from the experimental values. Extensive results from the current perturbation are presented in Yildirim (2012); they demonstrate that the current has also a negligible effects on the energy spectra for this specific simulation.

5.4. Uncertainty in boundary conditions

The SWAN simulation prescribes the incoming wave boundary conditions based on the HISWA experimental values at locations 1, 2, and 3. The observed wave conditions at the front stations

---

**Table 1**

<table>
<thead>
<tr>
<th>Corr. len. (( \lambda_{\ell} ))</th>
<th>30 m</th>
<th>25 m</th>
<th>20 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. of dimension</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Corr. len. (( \lambda_{\ell} ))</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda = 30 \text{ m} ) (ndim = 4 \times 2)</td>
<td>145</td>
<td>849</td>
<td>3917</td>
</tr>
<tr>
<td>( \lambda = 25 \text{ m} ) (ndim = 5 \times 2)</td>
<td>221</td>
<td>1581</td>
<td>8801</td>
</tr>
<tr>
<td>( \lambda = 25 \text{ m} ) (ndim = 7 \times 2)</td>
<td>421</td>
<td>4117</td>
<td>30801</td>
</tr>
</tbody>
</table>
are not uniform while the mean wave directions for stations 1, 2, and 3 are $-5.6^\circ$, $1.3^\circ$, and $-3.6^\circ$, respectively. Similarly, the significant wave heights observed on stations 1, 2, and 3 are 11.06 cm, 10.33 cm, and 10.04 cm. We have neglected those variations on the boundary so far and imposed the JONSWAP spectrum on the left boundary condition with the peak frequency ($f_p = 0.8$ Hz) and the incoming wave direction ($\theta_0 = -4.0^\circ$); the JONSWAP spectrum is defined as

$$E_{\text{JONSWAP}}(\theta, f) = \begin{cases} A_i \cos^m (\theta - \theta_0) \exp(2\pi f^4) \exp \left[ -\frac{1}{2} \left( \frac{x}{a} \right)^4 \right] \exp \left[ \frac{1}{2} (\beta f p)^{-1} \right], & |\theta - \theta_0| \leq 90^\circ, \\ 0, & |\theta - \theta_0| > 90^\circ, \end{cases}$$

where $\gamma$ is a peak-enhancement factor and $\mu$ is a controlling parameter of spectrum width, and $A_i$ is defined as $\Gamma(m/2 + 1)/\Gamma(m + 1)/\sqrt{\pi}$ ($m$ controls the width parameter in a directional spectrum, see Holthuijsen (2007) for the details). The relevant parameter values for the JONSWAP spectrum used here are given in Section 4.1.

We consider non-uniform boundary conditions at the left boundary modeled as random processes. To this end, we will take the peak frequency $f_p$, and incoming wave direction $\theta_0$ as the random processes and incorporate them into the left boundary. We employ the K–L decomposition of a Gaussian correlation function to represent the random processes of the peak frequency $f_p(x, y)$ and of incoming mean wave direction $\theta_0(x, y)$. The random process of incoming peak frequency can be written as

$$f_{\text{p0}}(x, y, \omega) = f_{\text{p0}}(x, y) + \delta \sum_{i=1}^{p} \sqrt{\lambda_i} \psi_i(x, y) \xi_i(\omega),$$

where $f_{\text{p0}}(x, y, \omega)$ denotes random processes of incoming peak frequency and $f_{\text{p0}}(x, y)$ is the incoming peak frequency mean. The incoming peak frequency mean is taken as 0.8 Hz.

Similarly, we can write the K–L expansion for the incoming wave direction as

$$\theta_{0}(x, y, \omega) = \theta_{0}(x, y) + \delta \sum_{i=1}^{p} \sqrt{\lambda_i} \psi_i(x, y) \xi_i(\omega),$$

where $\theta_{0}(x, y, \omega)$ is random process of incoming wave direction and $\theta_{0}(x, y)$ is incoming wave direction mean. The incoming wave direction mean is assumed to be $-4.0^\circ$. Here $\{\xi_i(\omega)\}$ is a set of uncorrelated random variables, and $\{\psi_i(x)\}$ and $\{\lambda_i\}$ are the eigenfunctions and eigenvalues of the covariance kernel $R_{\text{bb}}(x_1, x_2)$, that is

$$\int R_{\text{bb}}(x_1, x_2) \psi_i(x_1) \psi_j(x_2) dx_2 = \lambda_i \delta_{ij} \psi_i(x_1).$$

We use here the Gaussian correlation function:

$$R_{\text{bb}}(x_1, x_2) = \exp \left[ -3 \frac{(x_1 - x_2)^2}{l_c^2} \right],$$

where $l_c$ denotes the correlation length. Note that $R_{\text{bb}}$ is defined only for the left boundary $|x_1 = 0, y = (-45, 45)|$. The random processes are introduced to the computational grid nodes at the left boundary. The boundary condition in our high-order ocean wave code is linearly interpolated to the Gauss–Lobatto quadrature points of boundary face from these grid nodes. The correlation length $l_c$ determines the dimension of random space, here we set it to 15 m, i.e., equal to triangle edge length on the boundary side. The dimension of the above covariance kernel in this case is the number of left boundary grid nodes, which is seven. The resulting dimension of the random space capturing 100% of the energy (see Section 5.3) for this correlation length is seven for each random process. The total dimension of the random space will be 14 accounting for both processes.

The perturbation scale is 6 in the K–L expansions in Eqs. (8) and (9) based on the variation of mean wave direction and significant wave heights of experiment at the sites 1, 2, and 3. The mean wave direction is chosen as $-4^\circ$, which is equal to the average observational values between site 1 ($-5.6^\circ$) and site 3 ($-3.6^\circ$); site 2 has an observational value of $1.3^\circ$. The perturbation scale for the mean wave direction is chosen as 5.0 so that the perturbation lies between $-8^\circ$ and $2^\circ$. As for peak frequency random process, the perturbation scale is taken as 0.08 to have a variation corresponding to perturbation of 10%; this is based on the variation of observed significant wave heights at sites 1, 2, and 3, which are respectively 11.06 cm, 10.33 cm, and 10.04 cm.

The mean and the standard deviations are well converged for level 2 and level 3 gPC expansions. We chose level 3 for the Smolyak grid for this section. The dimension of random space will be 14 for level 3 expansion, which requires 4117 deterministic runs.

We present the error bar plots (only on ray B and C) for the three statistical wave parameters ($H_s$, $T_{\text{p01}}$, $\theta$) in Fig. 8. All the error bar plots shown here have confidence intervals within 95% ($\mu \pm 2\sigma$). The first important observation is that we have larger uncertainties at the locations before the breaker than we observed due to the uncertainty in the source term parametrization for the significant wave height parameter (see plots (a) in Figs. 8 and 6). The significant wave height error bars are smaller at the locations stationed behind the submerged breaker ($x > 15$ m). Since depth-breaking is the dominant process in the HISWA experiment, it is not surprising to see that variations in the boundary have been damped across the submerged bar. For ray A, which is not affected so much from the changing bathymetry, there is large variation everywhere (results not shown here, see Yildirim (2012)). The random boundary conditions strongly affect the mean wave period results as seen in Fig. 8(b). We have treated the incoming mean wave direction also as a random process. Accordingly, we see large variation about the mean around the ray B and C stations in Fig. 8(c) and (d); the variations are increased after the submerged breaker. We observe large variations around the front stations, which were not observed due to uncertainties in source terms and current field.

5.5. Uncertainty of source and boundary condition

Next we study the combined effect of randomness in the source terms and boundary conditions. The four random variables of the source terms ($\zeta_{\text{bg}}, \gamma, C_{\text{bg}}, \text{ and } \zeta_{\text{bg}}$) follow a uniform probability distribution within the range specified in Section 5.2. The dimension of random space is the sum of 14 random variables from the K–L expansions of the random processes of the incoming peak and wave direction (see Eqs. (8) and (9)) and the four random variables in the source parametrization. The total number of deterministic runs for level 3 and the eighteen variables is 8509. Our results are presented in Figs. 9–11. The experimental values of significant wave height are all contained within 95% confidence interval along the rays A–D as seen in Fig. 9. The confidence intervals are significantly modified for the stations along ray A and the front stations.
along rays B–D due to the boundary random processes. However, the stations beyond \( x > 15 \text{ m} \) on rays B–D have almost the same level of confidence intervals as in the source uncertainty only case. The measured values of mean wave period are all contained within 95 percent confidence interval along the rays A–D. The confidence intervals of ray A and front stations of rays B–C are strongly influenced by the boundary random processes relative to those of source uncertainty (see plot (b) in Figs. 6 and 10 for ray C).

Fig. 8. Uncertainty in boundary conditions: Comparison of simulation results for (a) significant wave height \( H_s \), (b) mean wave period \( T_{m01} \), and (c, d) mean wave direction \( \bar{\theta} \) (within 95% Confidence Interval \( \mu \pm 2\sigma \)) against experimental data. We use third-order expansion for the sparse grid in the random process of boundary parameters \( (\bar{H}_s(x, y) \text{ and } f_p(x, y)) \) with correlation length = 15 m.

Fig. 9. Uncertainty in source term and boundary conditions: Comparison of simulation results for significant wave height \( H_s \) (within 95% Confidence Interval \( \mu \pm 2\sigma \)) against experimental data. We use third-order expansion for the sparse grid in the random process of boundary parameters \( (\bar{H}_s(x, y) \text{ and } f_p(x, y)) \) with correlation length = 15 m and in the source parameters \( (C_{bp}, \lambda_{bp}, \kappa_{bp}, \kappa_{bp}) \).
However, here these influences in Fig. 10 are extended to the stations downstream of the submerged breaker for the mean wave period, which is not the case in the significant wave height results. Here, the incoming mean wave direction is treated as random process at the boundary. The mean wave direction results along ray A–D show now larger confidence intervals than those due to source uncertainty (see Fig. 6); the results are presented in Fig. 11. The incorporation of boundary random processes into the left boundary along with source uncertainty enlarges the confidence intervals at all stations along rays A–D.

The energy spectra for ray B and D stations are given in Fig. 12. The confidence intervals within 95 percent are amplified at the front stations. The confidence intervals contain almost all measurement values from the experiment.
6. Summary and conclusions

We have validated a new high-order scheme proposed in Yildirim and Karniadakis (2012) using the HISWA experiment. We used a coarse triangular mesh in which different Jacobi polynomial orders \( p = 1, 3, 5 \) are expanded over the triangular elements. The first-order of Jacobi polynomial expansion was too low to capture the important wave parameters of the HISWA experiment. The third- and fifth-orders of the Jacobi polynomials significantly improved the result on the same coarse mesh.

We have also performed sensitivity analysis of the source term parameters used in this simulation. We looked at three different outputs: (1) significant wave height, (2) mean wave period, and (3) mean wave direction. The depth-induced breaking parameters \( c_B, \) bottom friction coefficient \( C_{fr} \), and triad parameter \( \alpha_{EB} \) all seem important either for some region of the domain or for one of the three wave outputs. The sensitivity results suggested to keep the parametrization of the three source terms as random inputs for uncertainty quantification.

We conducted stochastic simulations to quantify the uncertainty in the HISWA simulation. We considered randomness in the source term parametrization, current field, and boundary condition in this study. The source term uncertainty and random current field were individually treated first and then combined. We used the second-, third-, and fourth-order expansion of gPC for stochastic simulation with random inputs for the source parametrization. We compared the mean and standard deviations of the three wave parameters (see Yildirim, 2012 for detailed results). The results suggested that the third-order expansion was converged. We have only shown plots of confidence intervals within 95% in Fig. 6 for ray B, C stations; the complete set of results can be found in Yildirim (2012). We see that the confidence intervals within 95% captured well the experimental results for the significant wave height and mean wave period (see plots (a) and (b) in Fig. 6). As for the mean wave direction (see plots (c) and (d) in Fig. 6), the stations after the wave breaker have shown larger confidence interval variations. But the confidence intervals within 95% did not contain the experimental results at ray C or ray D (not shown here). The rightmost measurement on ray C (see plot (d) in Fig. 6) can be covered by the confidence intervals 99% \( (\mu \pm 3\sigma) \). We remark that the source term parametrization has small influence on the three wave parameters on the stations of ray A or on the stations before the wave breaker \( (x < 12) \).

The confidence intervals within 95% of the energy spectra are shown in Fig. 7. The intervals are significantly larger around the primary and secondary peaks for all stations. The energy spectra from the experiment are also well contained by the confidence intervals from the stochastic simulation for the source random input.
The current field has a direct influence on depth-induced and current-induced wave refraction and shoaling. We introduced a random current field by using the Karhunen–Loeve expansion of the exponential Gaussian correlation function. The correlation length determines the dimension of random space. We have tested three different correlation lengths: 30 m, 25 m, and 20 m; these results are not presented here but they can be found in Yildirim (2012). We briefly mention that the standard deviation of the three important wave parameters \( (H, T_{01}, \theta) \) did not make a significant difference between level 3 and level 4 expansion from the Smolyak grid. We chose the correlation length as 25 m and used the level 3 from the Smolyak grid for stochastic simulation of the random current input. Perturbations with magnitude of about 25% were introduced to \( x \) and \( y \) velocity components of the experimental current field. Although it is a relatively large perturbation of the current field, the confidence intervals (see the results in Yildirim (2012)) did not induce any noticeable differences in the significant wave height or the mean wave period.

The error bars of energy spectra were slightly changed around the primary peaks at the stations (see detailed results in Yildirim (2012)) where strong current gradients were present. For this perturbation level, the uncertainty of source term parametrization still has a much larger effect than the random current field input on the wave parameters and energy spectra.

The incoming wave direction and peak frequency at the left boundary were treated as random processes. The error bar plots are presented for the three important integrated parameters in Fig. 8. An important observation is that we see larger variation around ray A stations and the front stations of ray B–D for the integrated parameters (only ray C and B results are presented here). The variations are relatively smaller toward the downstream stations for the significant wave height and mean wave periods. However, we see larger error bars on the downstream stations for the mean wave direction.

We also performed stochastic simulations by considering combined sources of uncertainty. First we combined two random sources (source and current) to perform a stochastic simulation. The resulted error plots (not shown here) reflect the same level of uncertainty as the one resulted from parametrization of the source only. This, in turn, implies the dominance of the uncertainty from the source terms. Adding to the uncertainty from boundary conditions to both fields (source and current) will increase the dimension of the random space on a level that we cannot afford the computational cost. Since the uncertainty of the current field barely changes the overall outcome, the relevant statistics for the integrated wave parameters can be obtained by dropping the uncertainty of the current field and combining two random sources from the source term parametrization and boundary condition. Hence, such stochastic simulation will yield the combined uncertainty from all the inputs (source terms, current field, and boundary condition). The error bars with confidence intervals within 95% are shown in Figs. 9–11. The confidence intervals covered well the observational values from the experiment except the value on the experimental station of ray D for the mean wave direction. Fig. 12 shows that the confidence intervals contained well the experimental measurements for the energy spectra for the probe stations. Wherever a large variation of the confidence intervals occurs (such as around the first and secondary peaks) it signifies the sensitivity of a solution to the input parameters.
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Appendix A. Source terms

A.1. Triad wave-wave interactions \( (S_{3a3}) \)

The Lumpred Triad Approximation (LTA) by Eldeberky (1996) is the simplest expression for triad wave interactions. The approximation is

\[
S_{3a3}(\theta, \sigma) = S_{a3}(\theta, \sigma) + S_{3a3}(\theta, \sigma),
\]

and the positive term contribution is computed as

\[
S_{a3} = \max \left\{ 0, \alpha_{a3} 2\pi cc_{g} d^2 \sin \beta \left\{ E^2(\theta, \sigma/2) - 2E(\theta, \sigma/2)E(\theta, \sigma) \right\} \right\},
\]

where \( \alpha_{a3} \) is a control parameter. The negative contribution of source terms can be defined in terms of the positive one as

\[
S_{3a3} = -2S_{a3}(\theta, 2\sigma).
\]

The bi-phase parameter \( \beta \) is approximated by using the Ursell number \( Ur \):

\[
\beta = -\frac{\pi}{2} + \frac{\pi}{2} \tanh \left( \frac{0.2}{Ur} \right),
\]

and

\[
Ur = \frac{g}{8\sqrt{2\pi}} \frac{H_{h}T_{h}}{d^2}.
\]

The coefficient \( J \) (Madsen and Sørenson, 1993) can now be defined as

\[
J = \frac{k_{a/2}^3}{k_{a/2}^3 \left( gd + 2c_{a/2}^2 \right)} \frac{k_{c}d^2}{k_{c}d^2 \left( \sigma d^2 - \frac{3}{4} \right)}.
\]

A.2. Depth-induced wave breaking \( (S_{w}) \)

The mean rate of energy dissipation due to depth-induced breaking is:

\[
D_{\text{int}} = -\frac{1}{4} 2\alpha_{w} Q_{w} \left( \frac{\sigma}{2\pi} \right) H_{\text{max}}^2,
\]

where the value of \( \alpha_{w} \) is of the order of one. The fraction of breaking waves is represented by \( Q_{w} \), which is derived by assuming cumulative probability distributions of all waves (Battjes and Janssen, 1978; Battjes and Stive, 1985) from the following relation:

\[
1 - Q_{w} = -8 \frac{H_{\text{rms}}}{H_{\text{max}}},
\]

where \( H_{\text{rms}} \) is the root-mean-square of wave height and \( H_{\text{max}} \) is the maximum wave height for a given depth. The maximum wave height is defined as \( H_{\text{max}} = \gamma d \). The breaker parameter \( \gamma \) is chosen as a default average value of 0.73 from the work of Battjes and Stive (1985).

The depth-induced wave breaking source term (Eldeberky, 1996) can be modeled as

\[
S_{w}(\theta, \sigma) = \frac{D_{\text{int}}}{\alpha_{w}} E(\theta, \sigma).
\]

Note that \( S_{w} \) will have a negative sign due to \( D_{\text{int}} \).
A.3. Bottom friction ($S_{bf}$)

Bottom friction is modeled from WAMDI Group (1988) based on further simplification of the bottom friction model of the JONSWAP experiment (Hasselmann et al., 1973) as

\[ S_{bf}(\theta, \sigma) = -C_{bf} \frac{\sigma^2}{g^2 \sin \theta} E(\theta, \sigma), \]  

(A.10)

where $C_{bf}$ is the tunable bottom friction coefficient. The modeling of the bottom friction source term assumes that the tangential stress on the bottom can be modeled by a quadratic friction law (Hasselmann and Collins, 1968), which can be interpreted in terms of the bottom friction source term, leading to the above formulation (Hasselmann et al., 1973). In the JONSWAP experiment (Hasselmann et al., 1973) 10 swell cases were tested and showed that the bottom friction coefficient changes from 0.03 to 0.16, with a mean value of 0.038 m$^2$ s$^{-3}$. The bottom friction coefficient $C_{bf}$ = 0.067 m$^2$ s$^{-3}$ has been used by Bouws and Komen (1983) for fully developed waves in shallow water. The coefficient $C_{bf}$ is not constant but depends on the bottom amplitude Reynolds number and the bed roughness. We refer the interested readers to Young’s book (Young, 1999) for further discussion and references.

Appendix B. Numerical discretization

We presented a detailed description of numerical discretization of phased-averaged ocean wave equation in our previous work (Yildirim and Karniadakis, 2012; Yildirim, 2012), which will be summarized in this section. Let us now define the following fluxes with the transformation of the frequency coordinate $\sigma \rightarrow \zeta$

\[ \zeta = \pi \left[ \frac{2(\sigma - \sigma_{\text{min}})}{\sigma_{\text{max}} - \sigma_{\text{min}}} - 1 \right]; \]

\[ E = c_N(\zeta, \theta, x, y, t), \quad F = c_N(\zeta, \theta, x, y, t), \quad G = c_N(\zeta, \theta, x, y, t), \quad H = c_N(\zeta, \theta, x, y, t). \]

Using the above definitions, the action balance equation in flux form is written as

\[ \frac{\partial N}{\partial t} + \frac{\partial E}{\partial x} + \frac{\partial F}{\partial y} + \frac{\partial G}{\partial \theta} + \frac{\partial H}{\partial \zeta} = S, \]

where $S = 2\pi/(\sigma_{\text{max}} - \sigma_{\text{min}})$.

B.1. Fourier-collocation methods for the spectral derivatives

We use Fourier-collocation in a directional domain extending from $-\pi$ to $\pi$ due to periodicity. The frequency direction ($\sigma$) is usually a truncated domain, which is non-periodic. This, in turn, makes a standard Fourier-collocation along the frequency direction applying impossible. The numerical solution passing the boundaries should not be reflected by the truncated ends to a computational domain. A modification to apply the standard Fourier-collocation for the derivative term along the frequency axis, using absorbing boundary layer approach (If et al., 1987), was proposed in our previous work (Yildirim and Karniadakis, 2012), and it will be described in Appendix B.3. Let us discretize the wave direction $\theta$ and the transformed frequency direction $\zeta$ as

\[ \theta_k = -\pi + \frac{2\pi}{N} k \quad \forall k \in [0, 1, \ldots, N - 1], \]

\[ \zeta_l = -\pi + \frac{2\pi}{N} l \quad \forall l \in [0, 1, \ldots, N - 1], \]

and then using Lagrangian interpolation (Gottlieb and Orszag, 1977; Hesthaven et al., 2007), we can compute

\[ \frac{\partial G}{\partial \sigma} \bigg|_{\theta=\theta_k} = \sum_{j=0}^{N-1} D_{\sigma} G(\zeta_l, \theta_j, x, y, t), \]

(B.2)

where $D_{\sigma}$ is the differentiation matrix for Fourier-collocation. Similarly, we obtain

\[ \frac{\partial H}{\partial \zeta} \bigg|_{\sigma=\sigma_l} = \sum_{j=0}^{N-1} D_{\zeta} H(\zeta_l, \sigma_j, x, y, t). \]  

(B.3)

The differentiation matrix (Hesthaven et al., 2007) for an even number of collocation points (Lagrangian polynomial if $q = 0$) reads in a dummy coordinate $z$ (either $\theta$ or $\zeta$ to obtain the above flux derivatives)

\[ D_{\sigma} = \frac{2}{N} \sum_{j=0}^{N/2-1} \frac{1}{c_n} \left( i(n)^q \cos[n(z_l - z_j)] \right), \quad q \text{ even} \]

\[ D_{\zeta} = \frac{2}{N} \sum_{j=0}^{N/2} \frac{1}{c_n} \left( i(n)^q \sin[n(z_l - z_j)] \right), \quad q \text{ odd} \]

where $c_0 = c_{2/2} = 2$ and $c_n = 1$, otherwise. For an odd number of collocation points, the same differentiation matrix can be used by setting $c_n = 1$ for all values of $n$.

B.2. Mapping in the spectral direction

The standard Fourier-collocation employs equi-spaced distribution in the directional domain. The number of collocation points can be so large in case of a steep solution localized in a specific region. While resolving the steep solution, one will over-resolve the smoother part of the solution, wasting the computational resources. Alternatively, we can define a mapping to cluster the Fourier-collocation points around a specified region (local refinement). This clustering can be achieved by employing a mapping for a specified region.

The atan mapping (Boyd, 1987, 2001) can be defined in $[-\pi, \pi]$ for the spectral direction

\[ \theta = g(\zeta, \zeta) = 2 \arctan[t \tan(0.5\zeta)] + \zeta_0, \]

where $g$ denotes computational space which permits the standard Fourier-collocation method for differentiation, and the constant parameter $L$ controls the amount of clustering around the peak center $\zeta_0$. Using a change of derivative coordinate transformation for the mapping relation in Eq. (B.5), we obtain a new differentiation matrix and compute the spectral direction derivatives with them (Yildirim and Karniadakis, 2012; Yildirim, 2012).

We have found that this mapping can save us up to eight times in the number of collocation points in the directional domain. The derivation of new differentiation matrix and the demonstration of computational savings for a narrow directional spectrum was discussed in our previous work (Yildirim and Karniadakis, 2012; Yildirim, 2012).

B.3. Absorbing boundary treatment in frequency direction

The true boundary conditions for a truncated domain permit incoming waves without any reflection back to the computational domain. For the frequency direction, we have used the Absorbing Boundary Layer (ABL) approach (If et al., 1987) to satisfy non-reflective boundary conditions; this effectively enforces periodicity at the truncated domain boundaries.

To impose the ABL approach, we add the term $g(\sigma) N(\theta; x, y, t)$ to the original equation Eq. (1), and hence the new modified action balance equation is

\[ \frac{\partial N(\theta; x, y, t)}{\partial t} + \frac{\partial E(\theta; x, y, t)}{\partial x} + \frac{\partial F(\theta; x, y, t)}{\partial y} + \frac{\partial G(\theta; x, y, t)}{\partial \theta} + \frac{\partial H(\theta; x, y, t)}{\partial \zeta} = g(\sigma) N(\theta; x, y, t), \]

\[ + \frac{\partial}{\partial \theta} \left[ \frac{\partial N(\theta; x, y, t)}{\partial \theta} \right] - \frac{\partial}{\partial \theta} \left[ \frac{\partial N(\theta; x, y, t)}{\partial \sigma} \right] + \frac{g(\sigma) N(\theta; x, y, t)}{\sigma}, \]

\[ = S(\theta; x, y, t), \]

(B.6)
where $g(\sigma)$ is the absorbing function, achieving zero values inside the domain and non-zero values in the absorbing layers, damping the numerical solution in these regions. The absorbing function can be defined in the computational domain $\zeta$ in $[-\pi, \pi]$ as follows:

$$g(\zeta) = \gamma_1 (1 - \tanh(\zeta_1 (\zeta + \pi))) + \gamma_2 (1 + \tanh(\zeta_2 (\zeta - \pi))),$$  
(B.7)

where $\gamma$ controls the magnitude of the absorbing functions, $\zeta$ determines the effective width of the absorbing layers, and $L$ and $R$ denote the left and right layers. The parameter couples $\zeta_1$ and $\zeta_2$ control the ABL widths. We refer the interested readers for the details of the parameters to our previous work (Yildirim and Karniadakis, 2012; Yildirim, 2012).

Using the collocation differentiation Eqs. (B.2) and (B.3) in the flux form of action Eq. (B.1) with the above modification term, we can define the term $\mathcal{L}$ as

$$\mathcal{L}(\theta_k, \zeta_i, x, y, t) = \frac{\partial G}{\partial t} + \int_{[\zeta_i]} \frac{\partial H}{\partial \zeta} + g(\zeta_i) N(\theta_k, \sigma_i, x, y, t) - \dot{S}(\theta_k, \sigma_i, x, y, t),$$  
(B.8)

With the above definition, the flux form equation is written as

$$\frac{\partial N}{\partial t} + \frac{\partial E}{\partial x} + \frac{\partial F}{\partial y} + \mathcal{L}(\theta_k, \zeta_i, x, y, t) = 0,$$  
(B.9)

B.4. Spatial discretization

We will use discontinuous Galerkin (DG) (Hesthaven and Warburton, 2007; Hesthaven et al., 2007; Karniadakis and Sherry, 1999) spectral element discretization for the geographical space. The discontinuous Galerkin formulation can be stated as: Find an approximate solution $N_h$ in the piece-wise polynomial space $V_h(\Omega)$, defined as $V_h(\Omega) = P^k(\Omega)$, where $P^k(\Omega)$ denotes the collection of polynomials of degree up to $k$ in the element $\Omega$ such that

$$\int_{\Omega} \frac{\partial N_h}{\partial t} v_h d\Omega + \int_{\partial \Omega} \left[ \frac{\partial E}{\partial x} - \frac{\partial F_h}{\partial y} \right] n \cdot d\Omega + \int_{\partial \Omega} \mathcal{L}(\theta_k, \zeta_i, x, y, t) v_h d\Omega = 0, \quad \forall v_h \in V_h,$$  
(B.10)

where $\Omega$ is an arbitrary triangle element, and $\mathcal{L}$ in Eq. (B.8) is sum of spectral space derivatives, the modification term, and physical source terms which is defined above. Applying integration by parts, we obtain

$$\int_{\Omega} \frac{\partial N_h}{\partial t} v_h d\Omega - \int_{\Omega} E_h \frac{\partial v_h}{\partial x} d\Omega - \int_{\Omega} F_h \frac{\partial v_h}{\partial y} d\Omega + \int_{\partial \Omega} E_h v_h \cdot n dS + \int_{\partial \Omega} \mathcal{L}(\theta_k, \zeta_i, x, y, t) v_h d\Omega = 0,$$  
(B.11)

To compute the above integrals on the standard triangle, we transform an arbitrary triangle domain $\Omega$ to a standard triangle domain $(-1 \leq \zeta_1, \zeta_2 \leq 1)$. To define orthogonal coordinates, we introduce a collapsed coordinate transformation that allows us to construct two-dimensional expansion functions for a triangle region the same as in a structured region. The collapsed transformation is defined as Karniadakis and Sherry (1999)

$$\eta_1 = \frac{2(1 + \zeta_1) - 1}{1 - \zeta_2}; \quad \eta_2 = \zeta_2,$$  
(B.12)

where $\eta_1$ and $\eta_2$ are new coordinates $-1 \leq \eta_1, \eta_2 \leq 1$, see Fig. B.13, removing coordinate dependency of bounds in a triangle domain $(-1 \leq \zeta_1, \zeta_2 \leq 1)$ – see Yildirim and Karniadakis (2012) and Yildirim (2012) for the details of the transformation and the final form of the equation.

Seeking approximate solution $N_h$ expanded by orthogonal exponential functions and choosing test function $\psi_h$ as the same orthogonal expansion functions (Galerkin projection) such as

$$N_h = \sum_{p=0}^{P_h} \sum_{q=0}^{P_h} \psi_p(q) \psi_p(q),$$  
and

$$\eta_h = \psi_p(q) \psi_p(q),$$  
(B.13a,b)

the complete polynomial space for a triangular region can be constructed $((pq)0 \leq p, q \leq P_h)$. The orthogonal expansion functions in terms of Jacobi polynomials are defined in Karniadakis and Sherry (1999):

$$\psi_p(q) = \frac{p_0(q)}{p_0(1)} \psi_p(q), \quad \psi_p(q) = \frac{p_0(q)}{p_0(1)} \psi_p(q),$$  
(B.14)

Inserting the approximate solution $N_h$ into the transformed form of Eq. (B.11) – now casted in transformed coordinates $\eta_1$ and $\eta_2$ – using Jacobi polynomials $\psi_p$ and $\psi_p$ defined in Eq. (B.14), we will obtain the final approximated equation (see Yildirim and Karniadakis, 2012; Yildirim, 2012). We choose the upwind flux (see the other numerical flux options from Toro (1999)) to replace the boundary flux terms in Eq. (B.11).

B.5. Numerical integration of spatial and spectral terms

The discretized equations will be now reduced to an ordinary differential equation (ODE) for the expansion coefficients $u_{pq}$

$$M_{pq, m} \frac{dU_{pq}(t)}{dt} = \frac{1}{f_{pq}} \left( S_{pq} + T_{pq} - E_{pq} - F_{pq} - L_{pq} \right),$$  
(B.15)

where the mass matrix $M$, the stiffness vector $S$ and $T$, the edge fluxes $E$ and $F$, and numerical source term $L$ are, respectively, the result of integrated terms in the approximate final equation. Note that the approximate equation is derived after applying the two transformations, and replacing $N_h$ and $\nu$ with $\eta_h$ in Eq. (B.11) (see Yildirim and Karniadakis, 2012; Yildirim, 2012 for the details).

The mass matrix $M$ is the result of the following quadrature integration of the time term by using the orthogonality of Jacobi polynomials $\int P_m(x) P_n(x) dx = 0, \quad m \neq n$:

$$M_{pq, m} = \frac{2}{(1 + 2p)(1 + p + q)}.$$  
(B.16)

The one great advantage of using orthogonal polynomials is that the inversion of mass matrix is trivial since it is diagonal. The remaining integration terms ($S$, $T$, $E$, and $F$) need to be numerically computed. The details can be found in our previous work (Yildirim and Karniadakis, 2012; Yildirim, 2012). In summary, we use mixed Gauss–Lobatto/Gauss–Radau quadrature to compute each integration term.

B.6. Numerical time discretization

With regards to temporal discretization, we employed second- and third-order (Gottlieb and Shu, 1998), as well as the fourthorder explicit (5-stages) (Spiteri and Steven, 2001) Strong Stability Preserving Runge–Kutta (SSP-RK) schemes. The 2nd order SSP-RK schemes used in the entire study Gottlieb and Shu (1998) and Hesthaven and Warburton (2007)

$$u^{n+1} = u^n + \Delta t \cdot r(u^n, \Delta t),$$  
$$u^{n+1} = \frac{1}{2} (u^n + u^{n+1} + \Delta t \cdot r(u^{n+1}, \Delta t),$$  
(B.17)

where $r$ is the right-hand side of Eq. (B.15), and $\Delta t$ is the time step size.
Our new scheme has three distinguished features: (1) implemented on unstructured grid on physical space, (2) high accuracy (exponential convergence) in all physical spaces (geophysical space and spectral spaces), and (3) high-accuracy (2nd, 3rd, and 4th orders) in time integration schemes. The main distinction from other methods (finite element, finite volume, finite differences) (Booij et al., 1999; Hsu et al., 2005; Qi et al., 2009; Zijlema, 2010) is to have exponential convergence rather than algebraic convergence of low order methods. As an example, for a two-digit increase in solution accuracy you need to increase mesh resolution roughly 100 times for the first order scheme. On a fixed mesh spectral element codes need only to double its polynomial order. The computational cost of doubling polynomial order will be only 4 times more. The computation time increase for the first order scheme, as roughly 100 times more in this case, scales at the best linearly with the size of mesh.

The comparison of our numerical scheme and other low-order methods: (1) SWAN first order and third order schemes (Booij et al., 1999), (2) FE-WAVE’s finite element scheme (Hsu et al., 2005), and (3) FVCOM-SWAVE’s finite volume scheme (Qi et al., 2009) for numerical diffusion in deep water test case, introduced in Booij et al. (1999), were presented in our previous work (Yildirim and Karniadakis, 2012). The results showed that the high-order scheme using Jacobi polynomials of 2rd, 4th, 6th and 8th orders and a very coarse triangular mesh introduces minimal diffusion for the numerical diffusion test case. The result from the high-order scheme applied on this test case was most closely agreed with that of SWAN’s third order scheme.

The one important issue is the so-called Garden Sprinkler effect (GSE) (Booij and Holthuijsen, 1987; Tolman, 2002; Janssen, 2008) since it is particularly pronounced for spectral discretization due to high accuracy of the scheme with minimal dissipation. The detailed discussion of GSE and the remedy for the high-order methods were proposed in our previous work (Yildirim and Karniadakis, 2012). Summarizing this discussion, we proposed to introduce selectively artificial dissipation to control GSE. The review of these efforts for the spectral methods can be found in Karniadakis and Sherwin (2005). In particular, one effective approach proposed in Yildirim and Karniadakis (2012) is the use of spectral vanishing viscosity (Tadmor, 1989), which is applied to geophysics problems in Andreassen et al. (1994) and to turbulence simulations in Karamanos and Karniadakis (2000). In our present scheme, GSE is implicitly controlled by the upwind flux in the DG formulation, an approach that suggested by Janssen in Janssen (2008).

**Appendix C. Stochastic collocation, Smolyak grid, and Karhunen–Loeve (K–L) decomposition**

This study uses stochastic collocation method in conjunction with Smolyak quadrature and Karhunen–Loeve decomposition to perform uncertainty quantification. We first explain the stochastic collocation method, then show that the Smolyak quadrature enables stochastic simulations for realistic computations with multiple random parameters, and finally we discuss Karhunen–Loeve decomposition to represent random processes.

### C.1. Stochastic collocation

Collocation projection is applied to the stochastic differential equations constructed by expanding the random parameters in terms of orthogonal polynomials. The residual of equation is projected on collocation points, and the method assumes the residual to be zero at the collocation points. Stochastic collocation methods choose the quadrature points that are zeros of the orthogonal polynomials used in representing the stochastic solution.

Let us assume that we have the simplest form of action balance equation as function of time only:

\[
\frac{dN(t)}{dt} = -S(x),
\]

where \(x\) represent some parameter in the source term \(S\). Introducing the random inputs to the source term for the parameter \(x\), the stochastic ordinary differential equation (ODE) reads:

\[
\frac{dN(t, Z)}{dt} = -S(Z),
\]

where \(Z\) represents the random variable input of \(x\). Stochastic collocation method projects the residual of the above stochastic ODE on the collocation points in the “parametric” space \(Z\), which is a single value of the parameter \(x\) chosen from the known probability of random input distributions. The stochastic solution \(N(t, Z)\) can be expanded in terms of \(q\)PC polynomials \((\Phi)\) as:

\[
N(t, Z) = \sum_{i=0}^{K} N(t) \Phi_i(Z),
\]

where \(N(t)\) is a deterministic solution. This expansion is inserted into Eq. (C.2) to get the residual of the equation:

\[
R(t, Z) = \frac{d}{dt} \left( \sum_{i=0}^{K} N(t) \Phi_i(Z) \right) + S(Z).
\]

Taking the inner product between the residual and direct delta function \(\delta(Z - Z_a)\), the equation becomes

\[
\left( \delta(Z - Z_a), R(t, Z) \right) = \frac{d}{dt} \sum_{i=0}^{K} N(t) \int \delta(Z - Z_a)S(Z)dz + \int \delta(Z - Z_a)S(Z)dz.
\]

Since stochastic collocation methods assume that this inner product is zero, by using the Dirac delta function properties \(\int \delta(x - \xi) \phi(\xi) d\xi = \phi(x)\), Eq. (C.5) becomes

\[
0 = \frac{d}{dt} \sum_{i=0}^{K} N(t) \Phi_i(Z_a) + S(Z_a).
\]
Recognizing the gPC expansion of \( N(t, Z_t) \) as \( \sum_{k=0}^{K} \hat{N}_k(t) \Phi_k(Z_t) \), we get the final collocation equation as

\[
\frac{dN(t, Z_t)}{dt} = -S(Z_t), \tag{C.7}
\]

where \( Z_t \) is a specific value of the parameter \( x \) for the known random input. This specific value Eq. (C.7) is a deterministic ODE as is in Eq. (C.1). This is the essence of stochastic collocation methods, that is, we only need deterministic equations to solve at a specified set of collocation points \( (Z_t) \) chosen carefully in the random space.

We need to interpolate the solution from the set of deterministic solutions computed at the collocation points. The collocation points can be any set of distinct points. We have not so far constrained the set of collocation points \( (Z_t) \). But all points are equally important and some are better than others for the accuracy. To see this, let us expand a variable \( S(Z) \) in terms of the gPC basis

\[
\hat{N}(t, Z) = \sum_{k=0}^{K} \hat{n}_k(t) \Phi_k(Z), \tag{C.8}
\]

where \( K \) is the order of expansion and \( \hat{n}_k(t) \) are the expansion coefficients. Since we have the deterministic solutions \( \{N(t, Z_t)\} \) at points \( Z_t \) and interpolation condition \( \hat{N}(t, Z) = N(t, Z_t) \), we can use linear system

\[
A^n = u \tag{C.9}
\]

to solve the vector of the expansion coefficients \( u = (\hat{n}_0, \hat{n}_1, \ldots, \hat{n}_N) \) from \( M \) collocation points. The matrix \( A \)

\[
A = (\Phi_k(Z_j))_{K \times M}, \quad 0 \leq i \leq K, \quad 1 \leq j \leq M \tag{C.10}
\]

is \( K \times M \) matrix. This interpolation results in high accuracy if the set of collocation points \( Z_t \) are the zeros of the gPC orthogonal polynomials \( \{\Phi_k(Z)\} \) (quadrature points). Stochastic collocation simulation follows five basic steps: (1) provide the probability distribution of random inputs, (2) choose quadrature points for the random variable \( Z_t \) based on the gPC polynomials (the zeros of Jacobi, Hermite, etc. polynomials), (3) run deterministic simulations for each random parameter \( Z_t \), (4) obtain the expansion coefficients from the linear system (C.9) to construct the stochastic solution, and (5) post-process the stochastic solution to get important statistical parameters (mean, standard deviation, etc.).

### C.2. Smolyak sparse grid

The stochastic collocation points can be generated by using the tensor product of one-dimensional gPC for multi dimensional problems. From this construction, for dimensions \( d \) (the number of mutually independent random inputs) and the number of the collocation points \( m \) (the total deterministic runs will be \( m^d \). The total deterministic runs \( m^d \) become quickly too large for even moderate size dimensional problems. One popular approach to construct the collocation points is known as sparse grid collocation methods (Smolyak, 1963; Garcke, 2007; Xi, 2010). The Smolyak sparse grid method is a smart way to select quadrature points from the subset of the tensor grids. An example Smolyak sparse grid superimposed on the full tensor grid is given in Fig. C.14. We refer the interested readers for the details of derivation and different applications to the work of Bungartz et al. (2004). The codes generating sparse grid are available for many numerical library and packages.

Table C.3 presents the total number of collocation points from the Smolyak Grid and tensor grids for various dimensions \( N \) and the orders \( k \). The total quadrature points from tensor product construction \( m^N \) for two-dimensions \( d = 2 \) is indeed lower than those of Smolyak grid. Smolyak grid does not have great advantage over the tensor production up to dimensional of five. The total number of nodes on the tensor grid \( (k + 1)^N \) quickly becomes a very large number for the higher dimensions as seen in Table C.3. Instead using a Smolyak grid, significant computational savings can be obtained for the higher dimensions (see Table C.3).

### C.3. Karhunen–Loeve(K–L) decomposition

In the previous section, Table C.3 presented the number of quadrature points in Smolyak grid for various dimensions and orders. The number of nodes from Smolyak grid is moderate for the lower orders of higher dimensions, and that many runs of deterministic simulation is feasible on high performance computers. The total number of nodes from the Smolyak grid increases strongly for the higher dimensions \( (d > 20) \), especially for high orders \( k > 3 \). For very high-dimensional problems \( (d > 50) \), the total number of nodes from the Smolyak grid can also be very large.

The source parametrization which has only a few free parameters does not result in high dimensionality \( (d > 20) \) in random space. On the computational mesh, random processes – which is

---

**Table C.3**

<table>
<thead>
<tr>
<th>Dimension (N)</th>
<th>Order(k)</th>
<th>Sparse grid</th>
<th>Tensor grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>29</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>41</td>
<td>81</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>137</td>
<td>256</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>401</td>
<td>625</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>17</td>
<td>256</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>145</td>
<td>561</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>849</td>
<td>65,536</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>25</td>
<td>4,096</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>313</td>
<td>531,441</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>2,649</td>
<td>16,777,216</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>101</td>
<td>( \approx 1.1 \times 10^5 )</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>5,101</td>
<td>( \approx 7.2 \times 10^3 )</td>
</tr>
<tr>
<td>50</td>
<td>3</td>
<td>171,901</td>
<td>( \approx 1.3 \times 10^5 )</td>
</tr>
</tbody>
</table>
a function of space – such as current and boundary conditions will have very high degrees of freedom. To expedite the stochastic simulation for the random processes we can consider the relevant random process on each grid point as a random variable. It is a viable option, but this increases the dimensionality to very high values. As a specific example, to model the current field in HISWA experiment on our computational mesh in Fig. 2(b) we might require about 500 random variables; each represents random variable for the current at the collocation points on the computational mesh. Low-order methods (finite volume, finite element) will even have much higher degrees of freedom for the same problem. To parametrize random processes due to very high dimensionality, some dimensionality reduction techniques are necessary. Karhunen–Loève (KL) (Loève, 1977) is one of the most popular approach with regards to this issue. The mathematical representation and derivation can be found in Section 5.3.
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