A robust and accurate outflow boundary condition for incompressible flow simulations on severely-truncated unbounded domains
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\textbf{A B S T R A C T}

We present a robust and accurate outflow boundary condition and an associated numerical algorithm for incompressible flow simulations on unbounded physical domains, aiming at maximizing the domain truncation without adversely affecting the flow physics. The proposed outflow boundary condition allows for the influx of kinetic energy into the domain through the outflow boundaries, and prevents un-controlled growth in the energy of the domain in such situations. The numerical algorithm for the outflow boundary condition is developed on top of a rotational velocity-correction type strategy to de-couple the pressure and velocity computations, and a special construction in the algorithmic formulation prevents the numerical locking at the outflow boundaries for time-dependent problems. Extensive numerical tests for flow problems with bounded and semi-bounded physical domains demonstrate that this outflow boundary condition and the numerical algorithm produce stable and accurate simulations on even severely truncated computational domains, where strong vortices may be present at or exit the outflow boundaries. The method developed herein has the potential to significantly expedite simulations of incompressible flows involving outflow or open boundaries, and to enable such simulations at Reynolds numbers significantly higher than the state of the art.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Outflows, or more generally open portions of the boundary, where the field variables are unknown and need to be computed, are encountered in wakes, jets, boundary layers, arterial trees, and many other flow problems. How to deal with outflows for incompressible flow simulations is a challenging and open issue. On the one hand, an ideal method would allow the flow and any information carried with it to exit the domain without adverse upstream effects \cite{46}. On the other hand, it should allow for stable computations regardless of the location of the outflow boundary, even at high Reynolds numbers. Simple analysis for a one-dimensional advection–diffusion system with the standard Neumann outflow condition shows that, to maintain good solution accuracy, the length of the domain should scale linearly with the Reynolds or Peclet number, which is obviously a severe limitation.
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We briefly summarize the existing work on the outflow or open flows in the literature, restricting our attention to incompressible flows. For the outflow issues with compressible flows, some recent reviews are [3,15]; see also the references therein. For more general problems one can refer to [52] for a comprehensive review.

Given the importance of this topic, it is not surprising that a large volume of literature exists on the outflow conditions for incompressible flows. The techniques for dealing with outflow boundaries have been reviewed, up to the mid-1990s, in [46]; see also [17] and the references therein. The types and the ease in implementation of the outflow boundary conditions are closely associated with the spatial discretization schemes. The traction-free boundary condition (or its variants, e.g. no-flux condition) at the outflow is one of the most commonly used [50,14,10,33,1,46,21,34], especially for finite element-type discretizations. The convective (or radiation) boundary condition (see e.g. [39,17,38,11,45]) has often been used with finite difference or finite volume type discretizations.

A number of other types of outflow boundary conditions have been proposed based on various strategies over the years. In [26] a non-reflecting condition was developed through a factorization of the wave operator and by making an analogy between the incompressible Navier–Stokes equation and the factorized wave equation. A free boundary condition at the outflow was proposed in [40], where the unknown surface integral term at the outflow boundary in the weak formulation of the Navier–Stokes equation was moved back to the left hand side and incorporated into the coefficient matrix. This is often referred to as “do-nothing” boundary condition or “no-boundary-condition” condition. This boundary condition has been analyzed in [19,43], and it is equivalent to imposing the condition that the \((N+1)\)-st derivative of the field variable, where \(N\) is the polynomial degree of the finite elements, should vanish at a point near the outflow boundary. Another outflow condition, which was proposed in [27] and aims to suppress a boundary layer at the open boundary, requires a normal derivative of a high order of some independent variable to vanish at the outflow boundary. In the method of [23], the velocity at the outflow boundary is determined by extrapolating the velocity from the interior of the domain and by utilizing an asymptotic velocity field at infinity, while the pressure at the outflow boundary is determined by using the traction-free condition. In [35], a velocity–pressure formulation of the Navier–Stokes equations was used, where a pressure Poisson equation replaces the velocity divergence-free condition (see also e.g. [17,34]), and then a set of conditions for both the outflow and inflow boundaries are obtained by solving an eigen-value problem at the boundaries [36]. An augmented Lagrangian method was developed in [31], where the velocity profiles at the outflow boundaries are constrained to achieve certain desired properties. In [42,41], an equation for the pressure at the outflow boundary is derived involving derivatives along the tangential direction of the outflow boundary. It is then proposed that the pressure condition at the outflow boundary be determined by solving this equation. Defective boundary conditions, in which only the averaged quantities such as the flow rate or pressure drop are available on portions of the domain boundary, are important for many applications such as blood flow simulations in arterial networks [20]. This type of problems has been considered in [24]; see also [12].

In production simulations a common observation with outflows is that, especially at high and moderate Reynolds numbers (or even at low Reynolds numbers in certain situations), the computation would become unstable when strong vortices are present at or exit the outflow boundaries [6,7]. Owing to the lack of effective techniques, a usual remedy for this problem is to employ a large computational domain, e.g. by placing the outflow boundary far away from the domain of interest, such that the presence of outflow boundary would not significantly disturb the flow, and more importantly, the vortices generated upstream would be sufficiently dissipated before reaching the outflow boundary. For example, in the three-dimensional direct numerical simulation of turbulent flow past a circular cylinder at Reynolds number \(Re = 10,000\) [7], a wake region of length \(50D\) \((D\) being the cylinder diameter) in the streamwise direction has been employed. Even though the far-wake region was not of interest in that study, such a large computational domain is essential for numerical stability in order for the vortices to be sufficiently dissipated before reaching the outflow boundary at that Reynolds number. This practice has several drawbacks: the large computational domain requires a large mesh and induces a large computational cost, and much of the grid resolution would be wasted in the far regions which are of little or no physical interest. In addition, this strategy is not scalable with respect to the Reynolds number [7].

In this paper, we present a robust and accurate outflow boundary condition, and the associated numerical algorithm, that allow for stable simulations of incompressible flows on even severely truncated computational domains, where strong vortices may be present at or exit the outflow boundaries. Fig. 1 shows a snapshot of the instantaneous velocity field and pressure distribution (color contours) of the flow past a square cylinder at Reynolds number \(Re = 10,000\) from a two-dimensional (2-D) simulation using our method. The computational domain has a streamwise length of only \(5.5D\) in the cylinder wake, where \(D\) is the cylinder dimension. One can clearly observe the strong vortices passing through the outflow boundary. The new outflow boundary condition is designed in such a fashion that the influx of kinetic energy into the domain through the outflow boundaries, if any, will not cause un-controlled growth in the energy of the domain. The algorithm for dealing with this outflow boundary condition is developed on top of a rotational velocity-correction type strategy [8] for de-coupling the pressure and velocity computations in the incompressible Navier–Stokes equations. In the pressure and velocity sub-steps, different types of discrete conditions are imposed for the pressure and the velocity on the outflow boundaries. A special construction in the algorithmic formulation obviates the numerical locking on the outflow boundaries for time-dependent problems.

The method developed herein can potentially enable the use of a much smaller computational domain for incompressible flow simulations at high Reynolds numbers. With the current method the domain size will only be restricted by considerations of physical accuracy, not by the numerical stability associated with the outflow boundary. Since one can pack all the
grid resolution into a small computational domain, flow regimes at Reynolds numbers much higher than the current state of the art can potentially be reached more easily using this technique.

2. Outflow boundary condition and algorithm

2.1. New outflow boundary condition

Let Ω denote an open bounded domain in two or three dimensions, and ∂Ω denote its boundary. We consider the appropriately-normalized incompressible Navier–Stokes equations on Ω,

\begin{align}
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} &= -\nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{f}, \\
\nabla \cdot \mathbf{u} &= 0,
\end{align}

where \(\mathbf{u}(x, t)\) is velocity, \(p(x, t)\) is pressure, \(\mathbf{f}(x, t)\) is an external body force, and \(x\) and \(t\) are respectively the spatial coordinate and time. The non-dimensional viscosity is \(\nu = \frac{1}{Re}\), where \(Re\) is the Reynolds number defined by appropriately choosing the characteristic velocity and length scales; we assume that the fluid density is \(\rho = 1\).

We assume \(\partial \Omega = \partial \Omega_d \cup \partial \Omega_o\), where on \(\partial \Omega_d\) the velocity \(\mathbf{u}\) is prescribed while on \(\partial \Omega_o\) neither \(\mathbf{u}\) nor \(p\) is known. We will refer to \(\partial \Omega_o\) as the outflow boundary hereafter. Eqs. (1a) and (1b) are supplemented by the boundary condition,

\begin{equation}
\mathbf{u} = \mathbf{w}(x, t), \quad \text{on } \partial \Omega_d,
\end{equation}

where \(\mathbf{w}\) is the prescribed boundary velocity on \(\partial \Omega_d\).

We propose the following boundary condition for \(\partial \Omega_o\),

\begin{equation}
-\nu \mathbf{n} \cdot \nabla \mathbf{u} - \left[ \frac{1}{2} |\mathbf{u}|^2 S_0(\mathbf{n} \cdot \mathbf{u}) \right] \mathbf{n} = \mathbf{f}_b(x, t), \quad \text{on } \partial \Omega_o,
\end{equation}

where \(\mathbf{n}\) is the outward-pointing unit vector normal to \(\partial \Omega_o\), and \(|\mathbf{u}|\) denotes the magnitude of velocity \(\mathbf{u}\). \(\mathbf{f}_b\) is a vector function on \(\partial \Omega_o\) for the purpose of numerical testing only, and it is set to zero in actual simulations. The scalar function \(S_0(\mathbf{n} \cdot \mathbf{u})\) is given by

\begin{equation}
S_0(\mathbf{n} \cdot \mathbf{u}) = \frac{1}{2} \left( 1 - \tanh \left( \frac{\mathbf{n} \cdot \mathbf{u}}{U_0 \delta} \right) \right),
\end{equation}

where \(U_0\) is the characteristic velocity scale, and \(\delta > 0\) is a chosen non-dimensional positive constant that is sufficiently small. When the value \(\delta\) approaches zero, the function \(S_0\) becomes the step function about \((\mathbf{n} \cdot \mathbf{u})\). So \(S_0(\mathbf{n} \cdot \mathbf{u})\) represents a smoothed step function, taking essentially unit value in regions where \(\mathbf{n} \cdot \mathbf{u} < 0\) and vanishing elsewhere. \(\delta\) controls the sharpness of the smoothed step function, and it is sharper when \(\delta\) is smaller. Numerical tests (see Section 3.2) show that when \(\delta\) is small the simulation result is not sensitive to its value.

The boundary condition (3) has a well-defined physical meaning when \(\mathbf{f}_b = 0\). The term \(-\frac{1}{2} |\mathbf{u}|^2 \mathbf{n}\) represents an effective stress exerting on \(\partial \Omega_o\) induced by the influx of kinetic energy into the domain \(\Omega\) through \(\partial \Omega_o\). The terms \((- \nu \mathbf{n} \cdot \nabla \mathbf{u})\) represents the stress on \(\partial \Omega_o\). Therefore, the condition (3) with \(\mathbf{f}_b = 0\) imposes the requirement that, if anywhere on \(\partial \Omega_o\) there is an energy influx into domain through \(\partial \Omega_o\) then the stress on \(\partial \Omega_o\) shall locally balance the effective stress induced by the energy influx, otherwise the stress shall locally be zero.

One can more clearly understand the above condition by considering the energy balance equation for the system (1a) and (1b). By taking the \(L^2\) inner product between \(\mathbf{u}\) and Eq. (1a) and using Eq. (1b), one gets the following energy equation,
\[ \frac{\partial}{\partial t} \int_\Omega \frac{1}{2} |\mathbf{u}|^2 = -\nu \int_\Omega \|\nabla \mathbf{u}\|^2 + \int_\Omega \mathbf{f} \cdot \mathbf{u} + \int_{\partial \Omega} \left( \mathbf{n} \cdot \left( \mathbf{T} - \frac{1}{2} |\mathbf{u}|^2 \mathbf{n} \right) \right) \cdot \mathbf{n} + \int_{\partial \Omega_d} \left( \mathbf{n} \cdot \mathbf{T} - \frac{1}{2} |\mathbf{u}|^2 \mathbf{n} \right) \cdot \mathbf{n}, \]

where \( \mathbf{T} = -p \mathbf{I} + \nu \nabla \mathbf{u} \) (I denotes the identity tensor). The last term on the right hand side (RHS) of the above equation, i.e. the surface integral over \( \partial \Omega_d \), can potentially cause un-controlled energy growth in the domain, and thus numerical instability, if \( \mathbf{n} \cdot \mathbf{u} < 0 \) anywhere on \( \partial \Omega_d \), because of the energy influx \(-\frac{1}{2} |\mathbf{u}|^2 \mathbf{n}\). Imposing the condition \( \mathbf{n} \cdot \mathbf{T} - \frac{1}{2} |\mathbf{u}|^2 \mathbf{n} = 0 \) in regions with energy influx on \( \partial \Omega_d \) will eliminate this instability. On the other hand, on a Dirichlet boundary \( \partial \Omega_d \) because \( \mathbf{u} \) is prescribed, the energy influx through \( \partial \Omega_d \) (if any) will not create the numerical instability issue.

In addition to the boundary conditions (2) and (3), appropriate initial conditions for the velocity \( \mathbf{u} \) will also need to be specified.

If a stress-divergence form, \( \nu \nabla \cdot (\mathbf{Vu} + \mathbf{Vu}^T) \), is used for the viscous term in the Navier-Stokes equation (1a), the outflow boundary condition will be modified accordingly.

\[ -p \mathbf{n} + \mathbf{n} \cdot (\nabla \mathbf{u} + \nabla \mathbf{u}^T) - \left[ \frac{1}{2} |\mathbf{u}|^2 \mathbf{S}_0 (\mathbf{n} \cdot \mathbf{u}) \right] = \mathbf{f}_b (\mathbf{x}, t), \quad \text{on} \ \partial \Omega_o. \]

### 2.2. Numerical algorithm and implementation

Eqs. (1a) and (1b), the boundary conditions (2) and (3), and the appropriate initial condition for the velocity together constitute the system that needs to be solved in flow simulations. Next, we present an algorithm for solving this system. Our emphasis is on how to numerically treat the outflow boundary condition (3).

Let \( \mathbf{u}^n \) and \( p^n \) denote the velocity and pressure at time step \( n \). To compute these variables at time step \( n + 1 \), we successively solve for the pressure and the velocity as follows:

**For pressure** \( p^{n+1} \):

\[ \left\{ \begin{array}{l}
\frac{\gamma_0 \mathbf{u}^{n+1} - \mathbf{u}^n}{\Delta t} + \mathbf{n} \cdot \nabla \mathbf{u} + \mathbf{V} p^{n+1} + \nu \nabla \times \nabla \times \mathbf{u} = \mathbf{f}^{n+1}, \\
\nabla \cdot \mathbf{n}^{n+1} = 0,
\end{array} \right. \]  
(7a)

\[ \mathbf{n} \cdot \mathbf{n}^{n+1} = \mathbf{n} \cdot \mathbf{w}^{n+1}, \quad \text{on} \ \partial \Omega_d. \]  
(7b)

\[ p^{n+1} = \nu \mathbf{n} \cdot \nabla \mathbf{u}^{n+1} - \frac{1}{2} |\mathbf{u}^{n+1}|^2 \mathbf{S}_0 (\mathbf{n} \cdot \mathbf{u}^{n+1}) - \mathbf{f}_b^{n+1} \cdot \mathbf{n}, \quad \text{on} \ \partial \Omega_o. \]  
(7c)

**For velocity** \( \mathbf{u}^{n+1} \):

\[ \left\{ \begin{array}{l}
\frac{\gamma_0 \mathbf{u}^{n+1} - \gamma_0 \tilde{\mathbf{u}}^{n+1}}{\Delta t} = \nu \nabla \mathbf{u}^{n+1} + \nabla \mathbf{u}^{n+1} + \nu \nabla \times \nabla \times \mathbf{u}^{n+1} = \mathbf{u}^n \cdot \nabla \mathbf{u}^n + \nu \nabla \times \nabla \times \mathbf{u}^n, \\
\mathbf{u}^{n+1} = \mathbf{w}^{n+1}, \quad \text{on} \ \partial \Omega_d. \end{array} \right. \]  
(8a)

\[ \mathbf{n} \cdot \nabla \mathbf{u}^{n+1} = \frac{1}{v} \left[ p^{n+1} \mathbf{n} + \frac{1}{2} |\mathbf{u}^{n+1}|^2 \mathbf{S}_0 (\mathbf{n} \cdot \mathbf{u}^{n+1}) \right] - \nu \left( \nabla \mathbf{u}^{n+1} \right) \mathbf{n} + \mathbf{f}^{n+1}_b, \quad \text{on} \ \partial \Omega_o. \]  
(8c)

In the above equations, \( \Delta t \) is the time step size, and \( \mathbf{n} \) is the outward-pointing unit vector normal to \( \partial \Omega_d \); \( \mathbf{w}^{n+1} \) denotes an intermediate velocity, which is an approximation of \( \mathbf{u}^{n+1} \). The time derivative \( \frac{\partial \mathbf{u}}{\partial t} \) is approximated at time step \( n + 1 \) by a \( J \)-th order \( (J = 1 \ or \ 2) \) backward differentiation formula (BDF) [5], that is,

\[ \gamma_0 = \begin{cases} 1, & \text{if} \ J = 1, \\ \frac{1}{2}, & \text{if} \ J = 2, \end{cases} \quad \mathbf{u} = \begin{cases} \mathbf{u}^n, & \text{if} \ J = 1, \\ 2\mathbf{u}^n - \frac{1}{2} \mathbf{u}^{n-1}, & \text{if} \ J = 2. \end{cases} \]  
(9)

The variable \( \mathbf{u}^{n+1} \) represents a \( J \)-th order explicit approximation of \( \mathbf{u}^{n+1} \) as follows,

\[ \mathbf{u}^{n+1} = \begin{cases} \mathbf{u}^n, & \text{if} \ J = 1, \\ 2\mathbf{u}^n - \frac{1}{2} \mathbf{u}^{n-1}, & \text{if} \ J = 2. \end{cases} \]  
(10)

\( \mathbf{f}^{n+1} \) and \( \mathbf{f}^{n+1}_b \) respectively represent \( \mathbf{f}(\mathbf{x}, t) \) and \( \mathbf{f}_b(\mathbf{x}, t) \) at time step \( n + 1 \).

One can observe that this scheme employs an overall rotational velocity-correction type strategy (see [22,8]) to de-couple the computations for the pressure and the velocity. For the pressure step, on the outflow boundary \( \partial \Omega_d \) a pressure Dirichlet condition (7d) has been imposed, which is obtained by taking the inner product between the outflow boundary condition (3) and \( \mathbf{n} \), and the velocity involved in (7d) has been treated explicitly. For the velocity step, on the outflow boundary \( \partial \Omega_d \) a velocity Neumann-type condition (8c), which stems essentially from the outflow boundary condition (3), has been imposed. However, this velocity Neumann condition (8c) contains an extra term in the construction, \( (\nabla \cdot \mathbf{u}^{n+1}) \mathbf{n} \). This construction
is crucial to the scheme. If this term is absent, then by combining (7d) and (8c) and assuming \( b_0 = 0 \), one can show that \( n \cdot \nabla u^{n+1}|_{\partial \Omega_d} = n \cdot \nabla u^n|_{\partial \Omega_d} = \cdots = n \cdot \nabla u^1|_{\partial \Omega_d} = (n \cdot \nabla u^0 \cdot n)|_{\partial \Omega_d} \), leading to a numerical locking at the outflow boundary \( \partial \Omega_d \) for time-dependent problems.

We would like to comment on the treatments of the non-linear term and the viscous term (in rotational form) in (7a) of the pressure step. Both terms are approximated at time step \( n \), instead of at time step \( (n + 1) \) like the rest of the terms. These treatments do not compromise the temporal accuracy of the velocity because of the correction terms in Eq. (8a), \( u^* = u^{n+1} - u^n - \nabla \phi \), and \( -\nabla \phi \cdot \nabla u^{n+1} - \nabla \phi \cdot \nabla u^n \). The analysis in [22] for the Stokes equation (no non-linear term) indicates that this type of treatment may slightly decrease the temporal accuracy of the pressure for certain error norms. However, this effect on the pressure seems not noticeable in our numerical experiments; see Section 3.1. Alternatively, one can also approximate the non-linear term and the viscous term (in rotational form) explicitly at time step \( (n + 1) \) in (7a), and accordingly Eq. (8a) will need to be modified to remove the correction terms. Such a treatment has been discussed in [9] (Section 2.5 of that reference) in the context of variable-density Navier–Stokes equations.

Next we re-formulate the algorithm, (7a)–(8c), in order to facilitate the implementation with \( C^0 \) spectral elements and finite elements. We will eliminate the intermediate velocity \( \tilde{u} \) from the formulation, and also appropriately treat the second-derivative term \( \nabla \times \nabla \times u \), which cannot be computed directly with \( C^0 \) elements.

Let \( H^1_0(\Omega) = \{ v \in H^1(\Omega) : v|_{\partial \Omega_d} = 0 \} \), and \( q \in H^1_0(\Omega) \) denote the test function. Taking the \( L^2 \) inner product between Eq. (7a) and \( \nabla q \), we can obtain the following pressure weak form,

\[
\int_{\Omega} \nabla p^{n+1} \cdot \nabla q = \int_{\Omega} \left( \frac{\Delta t}{\gamma_0} u^{n+1} + \frac{\Delta t}{\gamma_0} u^n \cdot \nabla u^n - \frac{\gamma_0}{\Delta t} n \cdot \nabla \cdot \omega \right) \cdot \nabla q - v \int_{\partial \Omega_d} \nabla \times \nabla \times \omega \cdot \nabla q - \int_{\partial \Omega_d} \nabla \times \nabla \times \omega \nabla q, \quad \forall q \in H^1_0(\Omega),
\]

(11)

where \( \omega = \nabla \times u \) is the vorticity, and we have used Eqs. (7b) and (7c), and the identity \( \nabla \nabla \nabla q = \nabla \cdot (\omega \cdot \nabla q) \). We have also used the fact that \( \int_{\partial \Omega_d} n \cdot u^{n+1} = 0 \) because \( q \in H^1_0(\Omega) \).

The intermediate velocity \( \tilde{u}^{n+1} \), according to (7a), is given by

\[
\tilde{u}^{n+1} = \frac{\Delta t}{\gamma_0} \left( \frac{u^{n+1}}{\Delta t} + \frac{u^n}{\Delta t} - u^n \cdot \nabla u^n - \nabla p^{n+1} - v \nabla \cdot \omega \right).\]

(12)

Substituting this expression into (8a), and one can get

\[
\frac{\gamma_0}{\nu \Delta t} u^{n+1} - \nabla \cdot \nabla u^{n+1} = \frac{1}{\nu} \left( \frac{u^{n+1}}{\Delta t} + \frac{u^n}{\Delta t} - u^n \cdot \nabla u^n - \nabla p^{n+1} \right).\]

(13)

Let \( H^2_0(\Omega) = \{ v \in H^1(\Omega) : v|_{\partial \Omega_d} = 0 \} \), and \( \phi \in H^2_0(\Omega) \) denote the test function. Taking the \( L^2 \) inner product between Eq. (13) and \( \phi \), we can obtain the following weak form for the velocity,

\[
\frac{\gamma_0}{\nu \Delta t} \int_{\Omega} \phi u^{n+1} + \int_{\partial \Omega} \nabla \phi \cdot \nabla u^{n+1} = \frac{1}{\nu} \int_{\Omega} \left( \frac{u^{n+1}}{\Delta t} + \frac{u^n}{\Delta t} - u^n \cdot \nabla u^n - \nabla p^{n+1} \right) \phi + \frac{1}{\nu} \int_{\partial \Omega_d} \left[ p^{n+1} - \frac{1}{2} \left( u^{n+1} \cdot u^{n+1} \right) - S_0 (\nabla \cdot u^{n+1}) - \nu v \nabla \cdot (\nabla \phi) \right] \phi, \quad \forall \phi \in H^2_0(\Omega),
\]

(14)

where we have used Eq. (8c) and the fact that \( \int_{\partial \Omega_d} n \cdot \nabla \phi = 0 \) because \( \phi \in H^2_0(\Omega) \).

Therefore, the re-formulated algorithm is as follows: Given \( u^n, p^n \), we successively solve for \( p^{n+1} \) and \( u^{n+1} \) in two steps:

1. Solve Eq. (11), together with the pressure Dirichlet condition (7d) on \( \partial \Omega_d \), for \( p^{n+1} \);
2. Solve Eq. (14), together with the velocity Dirichlet condition (8b) on \( \partial \Omega_d \), for \( u^{n+1} \).

We note the following characteristics of this algorithm:

- The intermediate velocity \( \tilde{u}^{n+1} \) is eliminated;
- No derivative of order two or higher is involved and thus \( C^0 \) spectral elements or finite elements can be directly used;
- Different components of the velocity \( u^{n+1} \) are not coupled in Eq. (14), and can therefore be computed individually.

Eqs. (11) and (14) are in weak forms, and therefore can be discretized in space with spectral elements or finite elements in a straightforward fashion. We have employed spectral element spatial discretizations [28,53] in the current paper.
We would like to further comment on how to impose the pressure Dirichlet condition (7d) at the outflow boundary \( \partial \Omega_0 \). Because the pressure expression (7d) involves the velocity derivative \( \nabla u \), the pressure data computed directly from (7d) may not be continuous across element boundaries on \( \partial \Omega_0 \). Therefore, with \( C^0 \) spectral-element or finite-element discretizations, one needs to project the pressure data computed from (7d) into the \( H^1(\partial \Omega_0) \) space when imposing the pressure Dirichlet condition. This essentially amounts to a small linear algebraic solve on \( \partial \Omega_0 \) with the coefficient matrix being the mass matrix on \( \partial \Omega_0 \). The outflow boundary \( \partial \Omega_0 \) consists of several disjoint pieces, the projection can be performed separately on each individual piece of the outflow boundary. This projection is necessary for mathematical consistency. However, we have observed from practical simulations that at low and moderate Reynolds numbers there seems to be no noticeable difference in the simulation results with and without the projection. This projection has been carried out in all the simulations presented in Section 3.

Next we briefly comment on the implementation of the algorithm, (7a)-(8c), using finite difference type discretizations. Taking the divergence of Eq. (7a), one can obtain a Poisson equation for the pressure,

\[
\nabla^2 p^{n+1} = \nabla \cdot \left( f^{n+1} + \frac{\tilde{u}^n}{\Delta t} - u^n \cdot \nabla u^n \right),
\]

where we have used Eq. (7b). By taking the inner product between the directional vector \( n \) on \( \partial \Omega_d \) and Eq. (7a), one can obtain the boundary condition for pressure,

\[
\frac{\partial p^{n+1}}{\partial n} = n \cdot \left( f^{n+1} + \frac{\tilde{u}^n}{\Delta t} - u^n \cdot \nabla u^n \right) - \frac{\nu}{\Delta t} n \cdot \omega^{n+1} - \nu n \cdot \nabla \omega^n, \quad \text{on} \ \partial \Omega_d,
\]

where we have used Eq. (7c). One can use finite difference methods to solve Eq. (15) for the pressure \( p^{n+1} \), together with the Neumann boundary condition (16) on \( \partial \Omega_d \) and the Dirichlet boundary condition (7d) on \( \partial \Omega_0 \). Similarly, for the velocity \( u^{n+1} \) one can solve the Helmholtz-type equation (13), together with the Dirichlet condition (8b) on \( \partial \Omega_d \) and the Neumann condition (8c) on \( \partial \Omega_0 \). These modified equations and boundary conditions can also be used for implementation with finite volume methods.

3. Representative numerical examples

In this section we present numerical simulations in two dimensions for several test problems to demonstrate the performance of the outflow boundary condition and the numerical algorithm developed in Section 2, in particular, their capabilities for stable computations on severely truncated computational domains where strong vortices may be present at the outflow boundaries. We will first demonstrate the spatial and temporal convergence rates of our algorithm using flow problems with known exact solutions which involve outflow boundaries. Then we consider the steady-state flow in a bifurcated channel, and the flow past a square cylinder in the vortex-shedding regime with Reynolds numbers ranging from \( Re = 100 \) to \( Re = 10,000 \). In the outflow boundary condition (3), \( U_0 = 1 \) and \( \delta = \frac{1}{20} \) have been used in the following test problems.

3.1. Convergence rates

3.1.1. Kovasznay flow

The first test, Kovasznay flow [32], is a steady-state problem with an exact solution. The goal of this test is to compare the steady-state numerical solution and the exact solution to demonstrate the spatial exponential convergence rate of the algorithm developed in Section 2 for problems involving outflow boundaries.

The exact solution for the velocity and pressure fields of the Kovasznay flow is given by

\[
u = \frac{\lambda}{2\pi} e^{\lambda x} \sin 2\pi y,
\]

\[
 p = \frac{1}{2} \left( 1 - e^{2\lambda x} \right).
\]

where \((u, v)\) are the velocity components in \(x\) and \(y\) directions, and \(\lambda = \frac{1}{2\pi} - \sqrt{\frac{1}{4\pi^2} + 4\pi^2}\). We use \( v = \frac{1}{40} \) for this test problem.

We choose a flow domain \( \Omega = [-0.5 \leq x \leq -0.1, -0.5 \leq y \leq 0.5] \); see Fig. 2(a). On the upper and lower boundaries of the domain \((y = \pm 0.5)\) we impose a periodic boundary condition. On the left boundary \((x = -0.5)\) a velocity Dirichlet boundary condition based on the exact solution, (17a) and (17b), has been imposed. On the right boundary of domain \((x = -0.1)\) the outflow boundary condition (3) has been imposed, where \(f_3(x, t)\) is determined such that the exact solutions, (17a)-(17c), satisfy the condition (3) on the right boundary. The initial velocity field is set to zero.

The domain is discretized using two equal-sized quadrilateral spectral elements (domain partitioned along \(y\) direction). We use a fixed time step size \(\Delta t = 0.001\) and march in time with the second-order scheme \(f = 2\) from Section 2, and we...
vary the element order systematically. After the steady state is reached, we compute the errors in different norms between the steady-state numerical solution and the exact solution (17a)–(17c).

Fig. 2(a) demonstrates the flow pattern of the steady-state field using the streamlines. In Fig. 2(b) we plot the $L^\infty$ and $L^2$ errors of the velocity components and the pressure from the numerical solution as a function of the element order. The numerical errors decrease exponentially as the element order increases. The results demonstrate the spatial exponential convergence rate of our algorithm for steady-state problem involving the outflow boundary condition (3).

We have also performed another set of tests, in which we set $f_b = 0$ in the outflow boundary condition (3) to mimic real flow situations where the true $f_b$ is unknown. This error on the outflow boundary will ultimately dominate the errors in the numerical solution when the mesh resolution increases, and the numerical errors will be saturated by it. This is demonstrated by Fig. 3. Fig. 3(a) shows the $L^\infty$ and $L^2$ errors of the velocity and the pressure as a function of the element order obtained on a domain with a dimension in the $x$ direction: $x \in [-0.5, 5.0]$. (b) $L^2$ errors of the $x$ velocity component obtained on domains with different dimensions in the $x$ direction.

It is evident that the numerical errors decrease exponentially with increasing element order until the saturation by the error at the outflow boundary. On the domain $-0.5 \leq x \leq -0.1$ (same as that of Fig. 2), the numerical error is saturated at a level about $10^{-2}$, and on the domain $-0.5 \leq x \leq 5.0$, the error is saturated at a level about $10^{-5}$. Note that, because the pressure can only be determined uniquely up to an arbitrary additive constant, in this set of tests (with $f_b = 0$) for
comparison we have shifted the exact pressure solution (17c) by a constant as follows, such that the exact pressure value at the right boundary is zero,

\[
p = \frac{1}{2} (1 - e^{2ix}) - \frac{1}{2} (1 - e^{2iL}),
\]

where \( x = 1 \) is the coordinate of the right domain boundary.

Given that exponential convergence is very sensitive to any inconsistent modeling errors, this example demonstrates the accuracy and consistency of the new outflow boundary condition.

### 3.1.2. Time-dependent problem

We next consider an unsteady flow with a contrived analytic solution. The goal of this test is to demonstrate the spatial and temporal convergence rates of the algorithm developed in Section 2 for time-dependent problems involving outflow boundaries.

We consider the following analytic expressions for the velocity and pressure:

\[
\begin{align*}
    u &= A \sin \alpha x \cos \pi y \sin \beta t, \\
    v &= -\frac{A \alpha}{\pi} \cos \alpha x \sin \pi y \sin \beta t, \\
    p &= A \sin \alpha x \sin \pi y \cos \beta t
\end{align*}
\]

where \( A, \alpha \) and \( \beta \) are prescribed constants. The velocity \((u, v)\) expressions satisfy Eq. (1b). In the Navier–Stokes equation (1a) the external body force \( f(x, t) \) is chosen such that the analytic expressions (18a)–(18c) satisfy Eq. (1a). The parameters for this test problem are chosen as

\[
u = 0.01, \quad A = 2, \quad \alpha = \pi, \quad \beta = 1, \quad \rho = 1.
\]

We choose a computational domain \( \Omega = [(x, y) : 0 \leq x \leq 2, \ -1 \leq y \leq 1] \), shown in Fig. 4(a) as \( ABCD \). The domain is partitioned along the \( x \) direction into two quadrilateral spectral elements of equal sizes, \( AEFD \) and \( EBDF \). On the faces \( AB \) and \( AB \) we impose the Dirichlet boundary condition for the velocity based on the analytic expressions (18a) and (18b). On the faces \( BC \) and \( EF \) we impose the outflow boundary condition (3), in which \( f(x, t) \) is chosen such that the analytic expressions (18a)–(18c) satisfy Eq. (3) on the outflow boundaries. The initial velocity field is set according to the analytic expressions (18a) and (18b).

We employ the algorithm from Section 2, with \( J = 2 \) (temporal second order), and integrate the Navier–Stokes equations in time from \( t = 0 \) to \( t = t_f \). Then we compute the errors of the numerical solutions at \( t = t_f \) for different flow variables against the analytic expressions given by (18a)–(18c).

In the first set of tests, we use a fixed small time step size \( \Delta t = 0.001 \) and a fixed final integration time \( t_f = 0.1 \) (100 time steps). We vary the element order systematically, and for each element order we march in time to \( t = t_f \). Fig. 4(b) shows the \( L^\infty \) and \( L^2 \) errors of the velocity components and the pressure at \( t = t_f \) between the numerical solution and the analytic solution as a function of the element order. The spatial exponential convergence rate can be clearly observed for the time-dependent problem.

In the second set of tests, we use a fixed large element order \( 18 \), and fix the final integration time at \( t_f = 0.5 \). We vary the time step size systematically between \( \Delta t = 0.003125 \) and \( \Delta t = 0.1 \), and compute the errors of the numerical solution at \( t = t_f \) against the analytic solution. In Fig. 4(c) we plot the \( L^\infty \) and \( L^2 \) errors of the velocity and pressure as a function of \( \Delta t \) in logarithmic scales. The results show a temporal second-order convergence rate for the flow variables.

To summarize, for time-dependent problems involving outflow boundaries, the above results show that the algorithm developed in Section 2 exhibits a temporal second-order convergence rate and a spatial exponential convergence rate.

### 3.2. Flow in a bifurcated channel

In this section we consider the flow in a bifurcated channel. The goal is to investigate the effects of the domain size and the proposed outflow boundary condition on the steady-state flow field. This test problem was also used by several other researchers in previous studies; see e.g. [34,42].

The flow domain (see Fig. 5) is defined by \( \Omega = [0, L] \times [-0.5, 0.5] \times [0, 0.5] \cup [0, 0.5] \times [-0.5, 0] \cup [1.5, L] \times [-0.1, 0.2] \), where all lengths are non-dimensionalized by a unit length. \( L > 1.5 \) is the size of the flow domain along the \( x \) direction, and it has been varied in this study. The left boundary of the domain \((x = 0)\) is the inlet, where a parabolic profile is imposed for the \( x \) velocity component with a unit value at the inlet centerline \((U_0 = 1)\) and the \( y \) velocity component is set to zero. The outlets of the two bifurcations are located at the right boundary of the domain \((x = L)\), where the outflow boundary condition (3) has been imposed with \( f_b = 0 \). No slip condition has been imposed on all the channel walls. The initial velocity field is set to zero in the simulations.

We consider a Reynolds number \( Re = 600 \), based on the inlet centerline velocity and the unit length. The flow exhibits a steady state at this Reynolds number; see the streamlines and pressure contours in Fig. 5. The density of the fluid is assumed to be \( \rho = 1 \).
Fig. 4. Convergence rates (time-dependent problem): (a) Flow domain and boundary conditions; Numerical errors in $L^\infty$ and $L^2$ norms versus element order (b) and versus time step size $\Delta t$ (c), showing spatial exponential convergence and temporal second-order convergence rate.

Fig. 5. (Color online.) Bifurcated channel: pressure contours (in color) and streamlines showing the steady-state flow field, obtained on domain with size $L = 8.0$.

We have considered several domain sizes in this test, $L = 2.2$, 5.0, 6.5 and 8.0. They are discretized with spectral element meshes respectively involving 1392, 2288, 2624 and 2960 quadrilateral elements. The spectral element meshes for $L = 2.2$, 5.0 and 8.0 are shown in Fig. 6. We employ the second-order scheme ($J = 2$) from Section 2 and march in time until the steady state is reached.

Let us first show the convergence of our simulation results with respect to spatial resolutions. In Table 1 we list the force values exerting on the channel walls in both the $x$ and $y$ directions ($f_x$ and $f_y$), which are computed using several element orders ranging from 6 to 12. This is for the case with a domain size $L = 6.5$ and discretized with 2624 spectral elements. One can observe that the force in the $x$ direction converges to a value 0.2825 with increasing element order, while the force in the $y$ direction is essentially zero with different element orders. Fig. 7 compares profiles of the streamwise velocity at locations $x = 0.75$ (plot (a)) and $x = 1.25$ (plot (b)), computed with different element orders for the case with a domain size $L = 6.5$. The velocity profiles overlap with one another, further demonstrating the convergence of simulation results.

We next look into the effect of the domain size on the flow field. In Fig. 8 we compare profiles of the streamwise velocity (plot (a)) and of the vorticity (plot (b)), at several downstream locations $x = 0.75$, 1.25, 1.75 and 2.1, among three domain sizes $L = 2.2$, 5.0 and 8.0. We observe that the velocity profiles and vorticity profiles obtained on domains $L = 5.0$ and $L = 8.0$ almost overlap with each other for different downstream locations. The differences between the results for these
Table 1
Bifurcated channel: forces on channel walls obtained with various element orders on the mesh with 2624 elements for the domain size \( L = 6.5 \).

<table>
<thead>
<tr>
<th>Element order</th>
<th>( f_x/\mu U_0^2 )</th>
<th>( f_y/\mu U_0^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.2834</td>
<td>8.4E−5</td>
</tr>
<tr>
<td>8</td>
<td>0.2826</td>
<td>8.9E−5</td>
</tr>
<tr>
<td>10</td>
<td>0.2825</td>
<td>7.7E−5</td>
</tr>
<tr>
<td>12</td>
<td>0.2825</td>
<td>6.8E−5</td>
</tr>
</tbody>
</table>

Fig. 6. Spectral element meshes with (a) 1392, (b) 2288 and (c) 2960 quadrilateral elements for different domain sizes for the bifurcated channel.

Fig. 7. Bifurcated channel: comparison of streamwise velocity profiles at locations (a) \( x = 0.75 \) and (b) \( x = 1.25 \) obtained with different element orders for domain size \( L = 6.5 \), showing convergence of simulation results.

two cases are quite small. On the other hand, the velocity and vorticity profiles obtained on the smallest domain \( L = 2.2 \) are qualitatively similar to, but exhibit a more pronounced quantitative difference from, those for domain sizes \( L = 8.0 \) and \( L = 5.0 \). In the bulk of the lower bifurcation branch, the streamwise velocity obtained on the domain \( L = 2.2 \) appears notably smaller than those obtained on domains \( L = 5.0 \) and \( L = 8.0 \), while on the upper branch they appear notably larger. This difference is due to the “draconian” truncation of the domain with \( L = 2.2 \), where the outflow boundary cuts through the re-circulation bubble on the upper wall of the lower bifurcation branch. This is evident from Fig. 9, which shows the
Fig. 8. Bifurcated channel: Comparison of profiles for streamwise velocity (a), and for vorticity (b), at several downstream locations among cases with different domain sizes.

Fig. 9. (Color online.) Bifurcated channel: streamlines and pressure contours (in color) obtained with a domain size $L = 2.2$. On each it can be observed that the flow field on domain $L = 2.2$ is qualitatively similar to those on the larger domains (see Fig. 5).

Finally, we demonstrate the insensitivity of the simulation results with respect to the value of $\delta$, when it is sufficiently small, in the smoothed step function $S_{0}(n \cdot u)$ of the outflow boundary condition (3). Table 2 lists the $x$ and $y$ components of the forces ($f_{x}$ and $f_{y}$) on the bifurcated channel walls for the domain size $L = 2.2$ at $Re = 600$ (see Fig. 9), computed with values of $\delta$ ranging from $\delta = \frac{1}{200}$ to $\delta = \frac{1}{10}$. For comparison, the forces at two other Reynolds numbers $Re = 400$ and

![Table 2](https://example.com/table2.png)

Table 2: Insensitivity of results with respect to $\delta$: forces on bifurcated-channel walls for three Reynolds numbers obtained with various values of $\delta$ in the outflow boundary condition, on the mesh with 1392 elements for the domain size $L = 2.2$. The characteristic velocity scale is $U_{0} = 1$.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$Re = 400$</th>
<th>$Re = 600$</th>
<th>$Re = 800$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$f_{x}$</td>
<td>$f_{y}$</td>
<td>$f_{x}$</td>
</tr>
<tr>
<td>0.005</td>
<td>0.146</td>
<td>0.0116</td>
<td>0.117</td>
</tr>
<tr>
<td>0.01</td>
<td>0.146</td>
<td>0.0116</td>
<td>0.117</td>
</tr>
<tr>
<td>0.025</td>
<td>0.146</td>
<td>0.0116</td>
<td>0.117</td>
</tr>
<tr>
<td>0.05</td>
<td>0.146</td>
<td>0.0116</td>
<td>0.117</td>
</tr>
<tr>
<td>0.075</td>
<td>0.146</td>
<td>0.0116</td>
<td>0.117</td>
</tr>
<tr>
<td>0.1</td>
<td>0.146</td>
<td>0.0116</td>
<td>0.117</td>
</tr>
</tbody>
</table>
Re = 800 have also been included in the table. One can observe that, for Re = 600 and Re = 400 different δ values result in identical f_x values, and for Re = 800 essentially the same f_x values (difference ~ 0.1%). The f_y values at Re = 400 obtained with different δ are the same. At Re = 600 and Re = 800, the f_y values computed with different δ are also essentially the same (essentially zero), but some slight difference can be observed when δ decreases from 1_10 initially (about 1% or 2%). It is evident that the simulation result is not sensitive to δ when it is sufficiently small.

3.3. Flow past a square cylinder

In this section we will consider the flow past a square cylinder, in two dimensions, at Reynolds numbers ranging from Re = 100 to Re = 10,000. The flow is characterized by vortex shedding in the cylinder wake. At the higher Reynolds numbers considered here, in reality the flow will be three-dimensional and the wake will become turbulent. However, we will only consider two-dimensional simulations here where the importance of outflow boundary condition is even more significant as two-dimensional vortices are typically stronger than their three-dimensional counterparts in this flow problem [6]. Our goals are: (1) to investigate the effects of domain sizes on the simulation results, and (2) to demonstrate the stability of the proposed outflow boundary condition and algorithm on highly truncated domains at moderate to high Reynolds numbers.

We consider a square cylinder occupying the region, \(-\frac{D}{2} \leq x \leq \frac{D}{2}\) and \(-\frac{D}{2} \leq y \leq \frac{D}{2}\), where \(D = 1\) is the dimension of the cylinder, and a flow domain, \(-5D \leq x \leq L_x\) and \(-L_y \leq y \leq L_y\); see Fig. 10. In the following tests, we vary the location of the right domain boundary \(x = L_x\) in order to modify the streamwise extent of the cylinder wake region.

On the left domain boundary \((x = -5D)\), a uniform flow comes into the domain, \((u, v) = (U_0, 0)\), where \(U_0 = 1\) is the free-stream velocity. On the upper and lower domain boundaries \((x = \pm L_y)\), we impose the periodic boundary condition. This configuration therefore corresponds more closely to the flow past an array of square cylinders aligned along the \(y\) direction. On the right domain boundary \((x = L_x)\), the outflow boundary condition (3) with \(f_y = 0\) will be imposed. We use \(\Delta = \frac{\pi}{2}\) in the function \(S_2(n \cdot u)\) (see Eq. (4)) in the simulations.

We normalize all the length variables by \(D\), and the velocity components by \(U_0\). We assume a unit fluid density \(\rho = 1\). Correspondingly, the other variables and parameters can be normalized appropriately, e.g. the pressure by \(\rho U_0^2\) and time by \(D/U_0\). Therefore, the Reynolds number is defined by \(Re = \frac{U_0D}{\nu}\), where \(\nu_f\) is the kinematic viscosity of the fluid. We will consider three Reynolds numbers \(Re = 100, 1000\) and \(10,000\) in the following tests.

3.3.1. Reynolds number \(Re = 100\)

Let us first consider the Reynolds number \(Re = 100\). We use a fixed domain dimension \(L_y/D = 10\) in the \(y\) direction, and consider several streamwise domain sizes, \(L_x/D = 5, 7.5, 10, 15, 20\) and 25. Fig. 10 shows the spectral element meshes for different domain sizes, ranging from 904 elements for a wake region length 4.5D to 1944 elements for the wake region length 24.5D. By the wake region length (denoted by \(L\)) we refer to the distance from the right edge of the cylinder \((x = \frac{D}{2})\) to the right boundary of the domain \((x = L_x)\), that is, \(L = L_x - \frac{D}{2}\). An element order 8 has been employed for all the elements, and the time step size is \(\Delta t = 10^{-3}\) in the simulations.

In the simulations the initial velocity field is set to the following,

\[
\begin{align*}
  u &= 1 + 0.1 \tanh \frac{y}{0.2\sqrt{2}}, \\
  v &= 0,
\end{align*}
\]

where in the upper half of the domain \((y > 0)\) the streamwise velocity essentially has a value 1.1 and in the lower half of domain \((y < 0)\) it essentially has a value 0.9.

At \(Re = 100\) one can observe regular vortex shedding from the square cylinder, and the forces exerting on the cylinder exhibits a periodic oscillatory nature. This is shown by Fig. 11, in which we plot the time histories of the drag and lift forces on the cylinder obtained on domains with wake region lengths \(L = 4.5D\) and 24.5D. After the initial transient stage, the lift force fluctuates around zero periodically. The drag force also oscillates around a mean value, but the oscillation amplitude is very small at this Reynolds number.

In Table 3 we list the global flow parameters at \(Re = 100\) obtained with different domain sizes. These parameters include the mean drag coefficient, \(C_d = \frac{2F_d}{\rho U_0^2}\), the root-mean-square (r.m.s.) lift coefficient, \(C_L = \frac{2\sigma f_y}{\rho U_0^2}\), and the Strouhal number, \(St = \frac{f_D}{U_0}\), where \(\bar{F}_x\) is the time-averaged mean drag force, \(F_y\) is the r.m.s. lift force, and \(f\) is the vortex shedding frequency computed from the lift force history. One can observe that, as the streamwise length of the wake region increases, the drag and lift coefficients exhibit a notable change initially (when wake length \(\lesssim 9.5D\)). But at or beyond a wake length \(L = 9.5D\), the drag and lift coefficients and the Strouhal number essentially do not change any longer as the wake region length further increases, suggesting that we have achieved convergence. For the purpose of comparison, we have also shown in Table 3 the global flow parameter values at this Reynolds number from other simulations and from the experiments in the literature. We observe that the drag coefficient and the Strouhal number from different simulations show a large spread in values. The drag coefficient obtained from our simulations is in good agreement with that from the experiment [48]. The Strouhal number from current simulations agrees well with several previous simulations (e.g. [13,44,4]). It is close to, but
slightly larger than the experimental value from [37] (0.154 vs. 0.145), possibly due to the blockage effect since the periodic boundary condition has been used in the cross-flow direction in current simulations.

We next compare in more detail the distributions of velocity and vorticity fields obtained with different domain sizes. In Fig. 12 we show contours of the instantaneous vorticity field at \( t = 40 \), computed on domains with wake region lengths ranging from \( L = 4.5D \) to \( L = 24.5D \). Identical contour levels have been shown in all plots. One can observe that the vorticity distributions on domains \( L = 7D \) and larger (Figs. 12(b)–(f)) are qualitatively very similar, and the vortices appear to be able to exit the outflow boundary without significant distortion.

Comparing the distribution on the domain \( L = 4.5D \) (Fig. 12(a)) with those on the larger domains, on the other hand, shows certain differences. Although the vorticity distribution from \( L = 4.5D \) is quite similar, some differences in the contour levels with positive vorticity can be noticed; see Fig. 12(a). This is probably because of the fact that this domain is too confined to accommodate even one complete pair of shed vortices in the wake for this Reynolds number. To further investigate this issue, we have simulated the flow at \( Re = 100 \) on domains with even smaller wake region lengths. We observe that, when the wake region length shrinks below a certain value (between 2.5D and 3.5D) in the simulation, the vortex shedding
Fig. 11. Square cylinder flow \((Re = 100)\): Time histories of drag and lift forces obtained on domains with wake region lengths (a) \(L = 4.5D\), (b) \(L = 24.5D\).

Table 3

<table>
<thead>
<tr>
<th>Source/wake region length</th>
<th>(C_d)</th>
<th>(C_L)</th>
<th>(St)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present study, (L = 4.5D)</td>
<td>1.614</td>
<td>0.227</td>
<td>0.151</td>
</tr>
<tr>
<td>Present study, (L = 7D)</td>
<td>1.622</td>
<td>0.203</td>
<td>0.154</td>
</tr>
<tr>
<td>Present study, (L = 9.5D)</td>
<td>1.627</td>
<td>0.198</td>
<td>0.153</td>
</tr>
<tr>
<td>Present study, (L = 14.5D)</td>
<td>1.630</td>
<td>0.195</td>
<td>0.156</td>
</tr>
<tr>
<td>Present study, (L = 19.5D)</td>
<td>1.630</td>
<td>0.194</td>
<td>0.156</td>
</tr>
<tr>
<td>Present study, (L = 24.5D)</td>
<td>1.630</td>
<td>0.194</td>
<td>0.154</td>
</tr>
<tr>
<td>Franke et al. [13]</td>
<td>1.61</td>
<td>–</td>
<td>0.154</td>
</tr>
<tr>
<td>Davis &amp; Moore [4]</td>
<td>1.63</td>
<td>–</td>
<td>0.15</td>
</tr>
<tr>
<td>Robichaux et al. [44]</td>
<td>1.53</td>
<td>–</td>
<td>0.154</td>
</tr>
<tr>
<td>Sohankar et al. [49]</td>
<td>1.478</td>
<td>–</td>
<td>0.146</td>
</tr>
<tr>
<td>Kelkar &amp; Patankar [29]</td>
<td>1.80</td>
<td>–</td>
<td>0.13</td>
</tr>
<tr>
<td>Shimizu &amp; Tanida (experiment) [48]</td>
<td>1.6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Okajima (experiment) [37]</td>
<td>–</td>
<td>–</td>
<td>0.145</td>
</tr>
</tbody>
</table>

in the cylinder wake vanishes and the flow exhibits a steady state. This is demonstrated by Fig. 13, which uses streamlines to show the steady-state flow with two re-circulation bubbles in the cylinder wake. This is obtained on a domain with wake region length \(L = 2.5D\).

The observed disappearance of vortex shedding on extremely small domains in current simulations is consistent with the stability theory and the mechanism for the onset of vortex formation in bluff-body wakes [25,18]. The vortex formation region is the region of immediate cylinder wake where vortex shedding is initiated. This region is one of global absolute instability [18,47,51], which is responsible for the formation of vortex street in the cylinder wake. The end of the vortex formation region marks the initial position of fully shed vortex and the location at which the vortex strength is a maximum [18]. The length of vortex formation region, i.e. its extent in the streamwise direction, is about 2.8D behind the cylinder at \(Re = 100\) based on experimental measurements [16,18]. Our numerical experiments and observations suggest that, when the wake region length of the computational domain is overly small (smaller than the vortex formation region length), it tends to disrupt the vortex formation in the cylinder wake. As a result, vortex shedding will not appear in the simulations on such a computational domain.

Next we provide some quantitative comparisons of simulation results from different computational domains. In Fig. 14 we compare profiles of the instantaneous vorticity at \(t = 40\) along the centerline (i.e. \(y = 0\)) obtained with different domain sizes. One can observe that the vorticity oscillates around zero in the cylinder wake, and its amplitude decreases with increasing downstream distance from the cylinder. Compared with the vorticity profile from the largest computational domain \((L = 24.5D)\), the profile from the domain \(L = 4.5D\) exhibits some pronounced difference, which manifests primarily
Fig. 12. (Color online.) Comparison of instantaneous vorticity contours computed on domains with different wake region lengths: (a) 4.5D, (b) 7D, (c) 9.5D, (d) 14.5D, (e) 19.5D, (f) 24.5D. Identical contour levels are shown in different plots.

as a shift in the phase but also in terms of vorticity amplitude. A very slight shift in phase can also be observed in the profile for the domain \( L = 7D \) compared to that for \( L = 24.5D \). On the other hand, the profiles for domains \( L = 9.5D, 14.5D \) and 19.5D essentially overlap with that for domain \( L = 24.5D \), and only slight difference can be discerned near the outflow boundary.

In Fig. 15 we show profiles of the instantaneous streamwise velocity at \( t = 40 \) at several downstream locations in the cylinder wake. In Figs. 15(a)–(e) we respectively compare velocity profiles obtained on domains \( L = 4.5D, 7D, 9.5D, 14.5D \) and 19.5D against the profile for the domain \( L = 24.5D \). We observe that the velocity profiles for domains \( L = 9.5D, 14.5D \) and 19.5D overlap with those for \( L = 24.5D \) at essentially all downstream locations considered here. The velocity profile for the domain \( L = 4.5D \) shows some pronounced discrepancy compared to that from domain \( L = 24.5D \). For the domain \( L = 7D \), some differences can be noted in the velocity profiles (especially at location \( x/D = 6.0 \)) compared to those of \( L = 24.5D \), but they are quite slight.

The above results at \( Re = 100 \) indicate that the proposed outflow boundary condition and associated numerical algorithm can produce accurate results on different computational domains, in terms of both global flow parameters and detailed flow
Fig. 13. Streamlines ($Re = 100$) computed on a domain with a wake region length $L = 2.5D$, showing the steady-state flow field and absence of vortex shedding.

Fig. 14. Square cylinder flow ($Re = 100$): Comparison of instantaneous vorticity profiles along centerline computed on domains with different wake region lengths. Profiles. On the other hand, we also observe that when the computational domain is overly small, such that the artificial domain boundary cuts through the vortex formation region immediately behind the cylinder, large errors can be induced in the simulations.

3.3.2. Reynolds number Re = 1000

Next we consider a higher Reynolds number $Re = 1000$. The square-cylinder wake experiences a three-dimensional instability as the Reynolds number increases beyond a critical value $Re_c$ ($150 < Re_c < 175$) [44], and the wake transitions to a three-dimensional flow above $Re_c$. Therefore, at $Re = 1000$ (and also $Re = 10,000$ considered below) the square-cylinder flow will be three-dimensional in reality. However, for testing our algorithm we will only consider two-dimensional simulations here. The goal of these tests is to demonstrate the stability of the proposed outflow boundary condition and the numerical algorithm for simulations on highly truncated computational domains, where strong vortices may be present at or exit the outflow boundaries. Without the new outflow boundary condition, e.g. with the commonly-used traction-free boundary conditions, the computations for these Reynolds numbers are unstable.

The simulation setup for $Re = 1000$ essentially follows that for $Re = 100$, with one main difference. At $Re = 1000$, we will consider only four computational domain sizes, corresponding to $L = 4.5D$, 7D, 9.5D and 14.5D. We employ the spectral element meshes shown in Figs. 10(a)–(d) respectively for these domain sizes. An element order 8 is used for all the elements, and the time step size is $\Delta t = 5.0 \times 10^{-4}$ in the simulations. The new outflow boundary condition is imposed on the right domain boundary $x = L_x$ with $f_b = 0$, and the algorithm developed in Section 2 is employed for the simulations. We have conducted long-time simulations of the flow, and monitored the time histories of the drag and lift forces on the cylinder to ensure that the flow has reached a statistically stationary state.
Fig. 15. Square cylinder flow ($Re = 100$): Comparison of instantaneous streamwise velocity profiles at several downstream locations computed on domains with different wake region lengths.

Fig. 16 shows the instantaneous velocity fields of the cylinder wake at $Re = 1000$ obtained with different domain sizes. The vortex shedding has apparently become quite irregular, unlike the lower Reynolds number $Re = 100$ (Fig. 12). The wake region lengths of all the computational domains considered here are quite limited with respect to this Reynolds number, in the sense that none of them are long enough for the vortices generated at the cylinder to dissipate before reaching the outflow boundary. This is clearly demonstrated by the vortices at or near the outflow boundary in Figs. 16(b) and 16(d). These results show that the outflow boundary condition and the numerical algorithm developed in Section 2 are effective for flow situations where strong vortices may be present at or exit outflow boundaries. For comparison, we have also simulated this problem using the commonly-used traction-free outflow boundary condition [46] and its variant no-flux outflow condition ($\frac{\partial u}{\partial n} = 0$ and $p = 0$). We observe that these computations blow up instantly when the vortices hit the outflow boundary.

In Fig. 17 we plot time histories of the drag and lift forces on the cylinder at $Re = 1000$ obtained on domains with wake region lengths $7D$ and $14.5D$. It is evident that the drag and lift forces fluctuate about a constant mean value or about zero, and that their fluctuations are very irregular. The long-time characteristics of the force signals indicate that the flow is at a statistically stationary state. The results demonstrate that the simulations with the new outflow boundary condition and algorithm developed in Section 2 are stable with different domain sizes over a long time. The drag and lift force signals obtained on different domains appear qualitatively similar.
Fig. 16. Instantaneous velocity fields of square cylinder flow at $Re = 1000$, computed using domains with wake region lengths: (a) 4.5D, (b) 7D, (c) 9.5D, and (d) 14.5D. Velocity vectors are plotted on every sixth quadrature point in each direction within each element.

Fig. 17. Square cylinder flow ($Re = 1000$): time histories of the drag (left column) and lift (right column) forces on the cylinder computed on domains with different wake region lengths, 7D (a, b), and 14.5D (c, d).

To provide a quantitative comparison of results from different domains, in Table 4 we list global flow parameters computed from the time histories of the forces on the cylinder. These include the mean drag coefficient $C_d = \frac{2F_x}{\rho U_0^2}$, r.m.s. drag coefficient $C'_d = \frac{2F'_x}{\rho U_0^2}$ ($F'_x$ denotes the r.m.s. drag force), r.m.s. lift coefficient $C_l = \frac{2F'_y}{\rho U_0^2}$ ($F'_y$ denotes the r.m.s. lift force), and the Strouhal number $St = \frac{fD}{U_0}$ ($f$ denotes the frequency of vortex shedding). The vortex shedding frequency is computed based on the time history of the lift force. For comparison, we have also included the mean drag coefficient value from the experiment [48]. First, we observe that the global flow parameter values computed on domains with $L = 7D$, 9.5D and 14.5D are very close to one another. If we use the parameter values from the domain $L = 14.5D$ as reference, then the largest difference in the mean and r.m.s. drag coefficients is less than 2%, and the largest difference in the r.m.s. lift...
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Table 4
Global flow parameters for square cylinder flow at Re = 1000, obtained on domains with different wake region lengths. mean drag coefficient, \(C_d = \frac{2F_x}{\rho U_0^2 D} \);

<table>
<thead>
<tr>
<th>Source/wake region lengths</th>
<th>(C_d)</th>
<th>(C_d')</th>
<th>(C_l)</th>
<th>(St)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present study, (L = 4.5D)</td>
<td>2.501</td>
<td>0.809</td>
<td>1.640</td>
<td>0.0878</td>
</tr>
<tr>
<td>Present study, (L = 7D)</td>
<td>2.654</td>
<td>0.879</td>
<td>1.630</td>
<td>0.0930</td>
</tr>
<tr>
<td>Present study, (L = 9.5D)</td>
<td>2.579</td>
<td>0.871</td>
<td>1.678</td>
<td>0.0970</td>
</tr>
<tr>
<td>Present study, (L = 14.5D)</td>
<td>2.628</td>
<td>0.884</td>
<td>1.694</td>
<td>0.0971</td>
</tr>
<tr>
<td>Shimizu &amp; Tanida (experiment) [48]</td>
<td>2.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\(f_D\) denotes the vortex shedding frequency determined from the lift force history.

Fig. 18. Spectral element meshes with (a) 736 and (b) 992 quadrilateral elements for the square cylinder flow at \(Re = 10.000\).

coefficient and in the Strouhal number is about 4%. On the other hand, the parameter values from the smallest domain
\(L = 4.5D\) exhibit a slightly larger difference compared to those from the domain \(L = 14.5D\) (4.8% in mean drag coefficient,
8.5% in r.m.s. drag coefficient, 3.2% in r.m.s. lift coefficient, and 9.6% in Strouhal number). Compared to the experimental
value for the mean drag coefficient, the values obtained from the current two-dimensional simulations are comparable, but
consistently a little larger. The discrepancy is likely due to the three-dimensional effects at such a Reynolds number.

3.3.3. Reynolds number \(Re = 10.000\)

The last test case is the square cylinder flow at an even higher Reynolds number \(Re = 10.000\). For this test we consider
a smaller dimension, \(L_y/D = 4\), in the \(y\) direction. The periodic boundary condition is imposed at \(y = L_y\) and \(y = -L_y\).
Because of the significant blockage ratio, the setup corresponds to the flow past an array of square cylinders which are
aligned in the \(y\) direction. We will consider two computational domains with the right boundary at \(L_y = 6D\) and \(L_x = 14D\),
respectively, giving rise to wake region lengths \(L = 5.5D\) and \(L = 13.5D\). Fig. 18 shows the spectral-element meshes for
these two domains, with 736 and 992 quadrilateral elements respectively. We use an element order 14 for all the elements
in the mesh, and the time step size in the simulations is \(\Delta t = 5.0 \times 10^{-5}\) for this Reynolds number.

For the initial condition at \(Re = 10,000\) the velocity field from a lower Reynolds number has been used. The flow is
simulated for a long time, and the forces on the cylinder are monitored to ensure that the flow has evolved to a statistically
stationary state.

In Fig. 1 we show a snapshot of the instantaneous velocity field, together with the pressure distribution, at \(Re = 10,000\)
obtained on the domain with wake region length \(L = 5.5D\), and in Fig. 19 we show a snapshot of the instantaneous velocity
and pressure fields on the larger domain \(L = 13.5D\). One can observe a large number of vortices in the wake and also
on the top and bottom surfaces of the cylinder. The spatial scales of the vortices are considerably smaller than those of
lower Reynolds numbers (see e.g. Fig. 16 for \(Re = 1000\)). Vortices can be clearly observed at the outflow boundaries
(Figs. 1 and 19). The new outflow boundary condition and the numerical algorithm are stable for these flow situations. For
comparison, the usual traction-free outflow boundary condition and its variant no-flux boundary condition have also been
tested at \(Re = 10,000\) for this problem, and both are unstable.

Fig. 20 shows time histories of the drag and lift forces acting on the cylinder obtained with different domain sizes. Fig. 20(a) corresponds to the computational domain with wake region length \(L = 5.5D\), and Fig. 20(b) corresponds to the
Fig. 19. (Color online.) Instantaneous velocity field, and pressure contours (in color), of the square cylinder flow at $Re = 10,000$ computed on a domain with wake region length $L = 13.5D$. Velocity vectors are plotted on every fourth quadrature point in each direction within each element.

Fig. 20. Square cylinder flow at $Re = 10,000$: Time histories of the drag and lift forces acting on the cylinder obtained on computational domains with wake region lengths (a) $L = 5.5D$ and (b) $L = 13.5D$.

Table 5

<table>
<thead>
<tr>
<th>Wake region lengths</th>
<th>$C_d$</th>
<th>$C_d^{'}$</th>
<th>$C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L = 5.5D$</td>
<td>1.479</td>
<td>0.333</td>
<td>0.804</td>
</tr>
<tr>
<td>$L = 13.5D$</td>
<td>1.491</td>
<td>0.366</td>
<td>0.825</td>
</tr>
</tbody>
</table>

One can observe that the force signals at this Reynolds number are very chaotic and that both forces exhibit strong high-frequency fluctuations. These time histories further demonstrate the stability of the new outflow boundary condition and the numerical algorithm developed in Section 2 for long-time simulations at $Re = 10,000$, where strong vortices are present at and exiting the outflow boundary. The time histories obtained with the smaller domain $L = 5.5D$ appear qualitatively similar to those from the larger domain $L = 13.5D$.

A quantitative comparison of the results obtained with the two different domain sizes are provided in Table 5 with the global flow parameters at $Re = 10,000$. We have listed the mean drag coefficient $C_d$, r.m.s. drag coefficient $C_d^{'}$ and r.m.s. lift coefficient $C_L$. 
lift coefficient $C_L$ obtained with the two domain sizes. The Strouhal number is not provided in the table, because a reliable determination of the frequency requires a very long time history and this is associated with a large computational cost at $Re = 10,000$. The mean drag coefficient and the r.m.s. lift coefficient obtained on the smaller computational domain $L = 5.5D$ agree very well with those from the larger domain $L = 13.5D$, with a difference $< 1\%$ for the mean drag coefficient and $2.5\%$ for the r.m.s. lift coefficient. The r.m.s. drag coefficient obtained from the smaller domain is close to, but somewhat smaller than, that from the larger domain, with a difference of about $9\%$.

4. Concluding remarks

In this paper we have presented a new outflow boundary condition, and an algorithm for dealing with this boundary condition, for incompressible flow simulations on highly-truncated unbounded domains. This outflow boundary condition is designed in such a way that the kinetic-energy influx into the domain through the outflow boundary will not cause uncontrolled growth in the energy of the domain. The main idea can be summarized as follows: if anywhere on the outflow boundary there is an energy influx into the domain then the stress on the outflow boundary shall locally balance the effective stress induced by the energy influx, otherwise the stress shall locally vanish.

Our numerical algorithm for this outflow boundary condition is developed on top of a rotational velocity-correction type strategy for the incompressible Navier–Stokes equations. At the pressure step, we impose a discrete Dirichlet condition for the pressure on the outflow boundaries, which is derived from the proposed outflow boundary condition. At the velocity step, we impose a discrete Neumann condition for the velocity on the outflow boundaries. The discrete velocity Neumann condition stems essentially from the proposed outflow boundary condition, but contains extra construction to prevent a numerical locking on the outflow boundary for time-dependent problems. While it is implemented with a spectral-element spatial discretization in the current paper, the proposed algorithm is very general and can be implemented with other types of spatial discretizations such as finite elements or finite differences.

The outflow boundary condition and the numerical algorithm developed herein are very robust and accurate. Extensive numerical experiments demonstrate that this outflow boundary condition and numerical algorithm produce stable simulations, even on computational domains that are severely truncated, where strong vortices may be present at or exit the outflow boundaries. A range of Reynolds numbers has been tested, from low to moderate to high values (up to $Re = 10,000$ in numerical simulations). In contrast, the commonly-used traction-free outflow boundary condition (and its variant no-flux outflow condition) are unstable in these tests, and blow up instantly when the vortices hit the outflow boundaries.

Systematic tests have been performed, by varying the length of the outflow region, to investigate the effects of different domain sizes on the simulation results. These tests indicate that as the domain size decreases the change in the simulation results is very little, in terms of both global flow parameters and detailed flow profiles, as long as the computational domain is not extremely small. On the other hand, we would like to point out that the outflow boundary condition is no substitute for the flow physics, and that an extremely small computational domain can disrupt the flow mechanisms and affect the flow physics. For example, in the flow past a cylinder, when the wake region length is smaller than the length of vortex formation region (or region of absolute instability), which is typically about two to three times the cylinder dimension and is Reynolds-number dependent, our tests show that it can disrupt the formation of vortices in the cylinder wake. As a result, a simulation on such an extremely confined domain would result in a steady-state flow at a Reynolds number that is known to lead to vortex shedding and a vortex street in the wake under normal conditions.

The outflow boundary condition and the numerical algorithm developed in the current paper have the potential to significantly expedite flow simulations involving wakes, jets, and other situations where outflow or open boundaries are involved, especially for high Reynolds numbers. Owing to the numerical instability caused by vortices at outflow boundaries, current flow simulations usually require very large computational domains to achieve stability, in order for the vortices to be sufficiently dissipated before reaching the outflow boundaries. The proposed outflow boundary condition and numerical algorithm provide an effective and robust method for stable simulations on even severely truncated computational domains where strong vortices may be present at the outflow boundaries. With the current method, the choice of the computational domain size is only restricted by the consideration of physical accuracy, not by numerical stability associated with the outflow boundary. Because all the grid resolution only need to be placed in a small computational domain, the current method can potentially enable simulations at Reynolds numbers significantly higher than the state of the art.

Finally, we would like to caution that the outflow boundary condition and the algorithm in the current paper are developed based on the incompressible Navier–Stokes equations. If the form of the governing equations changes, e.g., with the arbitrary Lagrangian–Eulerian (ALE) formulations or when multiple fluid phases are involved, a consistent outflow boundary condition will require corresponding changes. Such issues will be considered in future studies.
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